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Motivation

Why do we need QFT? Consider a problem we already know, the Hydrogen atom. Consider an
electron in the 2s state. If we wait long enough, it will decay to the 1s state. How long does it
take for the electron to decay to decay from 2s — 15?7 In QM, we spent time computing the energy
splitting between the two states, which sets the frequency of the Lyman line. We never posed the
question of how long it takes to transition between the two states. The reason for this is that in
non-relativistic QM, the transition time is infinite, these are stationary states, they never decay.
Since both mass and energy are conserved separately, the decay process

2s — 1s + photons

can never occur, since particle number is conserved in non-relativistic QM. Usually in non-relativistic
QM, we begin with a particle and we maintain that particle, the norm of the particle’s wavefunction
is conserved in time. In this case, we have photons that come into being, and we need some
formalism that allows us to describe processes like this. Let us write down the Schrodinger equation
for the Hydrogen atom:

R _, e? L O

%V P (r,t) — 71/} (r,t) = zha
We have a wavefunction that describes the electron, and the é term comes from the electromagnetic
field, and we are treating this field completely classically, we are using the classical Coulomb
potential. The photons are quantum objects, and they are excitations in the EM field, which means
we need to treat them quantum mechanically. Just like we quantized the motion of the electron into
¥ (r,t), we need to quantize the EM field in order to obtain a quantum mechanical formalism for
the decay process.

QFT has many subtleties, but there is a central idea that we want to highlight. In QM, we discuss
wave-particle duality: if we quantize the motion of particles, we observe wave behavior. What
we will see in this course is that if we quantize the motion of waves, we get particles, the duality
holds bidirectionally. Most of this course will be exploring the quantization of waves and how they
generate particles.

What does this other direction of the duality mean? For every particle we think of in nature, we
can start with a field description, and each particle will be an excitation of the field, i.e. an electron
is an excitation of the electron field.

There are three ingredients that go into QFT:
1. Non-relativistic quantum mechanics
2. Special Relativity
3. Classical field theory

With these three things, we can produce relativistic quantum field theory. In fact, we can pick
any of two of these, and we have a consistent subject. For example, if we put non-relativistic
QM and special relativity together, we get relativistic QM. If we put classical field theory and
special relativity together, we get relativistic classical field theory (such as E&M). Finally, if we put
non-relativistic QM together with classical field theory, we will get non-relativistic QFT.

In this course, we will choose to discuss classical field theory and special relativity, to obtain
relativistic classical field theory. We will then consider relativistic QM, then non-relativistic QFT,
and then finally we will put them all together to look at relativistic QFT.
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Classical Field Theory

This discussion is taken from the last chapter of Goldstein.

Discrete Systems

We can think of classical field theory as the mechanics of continuous media. The way we approach
a continuous system is to take it as the limit of a discrete system with many degrees of freedom, we
take the continuum limit to recover the continuous system.

Consider an infinitely long elastic rod that undergoes longitudinal vibrations, that is, compression
waves. We will approximate this as an infinite chain of point masses spaced a distance a apart,
connected by massless springs with spring constant k:

O TTETCEL @ TETITI00 @ FEF05000 @ TEEEE000 @ TEE500500 @ TE00600 @ 55850500 @

Suppose we have a vibration along this chain, we displace the masses from their equilibrium positions.
We label the displacements by 7, and we index each mass, that is, the displacement of the ith mass
is ;. At equilibrium, n; = 0 for all 4.

We can write down the kinetic energy in the chain:

1 .2

T= im Z T
i
And the potential energy:
1 2
V= ikz (Mig1 — ni)
i

And then write down the Lagrangian:
L=T-V

— %Z [mnf —k (iy1 — 771‘)2}

i

We can rewrite this to introduce the chain spacing;:

L=> aL
Where

Lm .o 1, /nig1 —mi\?

L= -T2 2 <17>
P17 g a

We now want to relate the quantity ka to the Young’s modulus of the material, Y. To do this, we

first note that for an elastic rod, from Hooke’s Law, the force is equal to the Young’s modulus times

&, the extension per unit length:

F=Y¢
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Let us apply this to our system. Consider a constant force being applied to one end of the rod. In
this case, we have a uniform tension being applied to the springs, which is given by Hooke’s Law for
a spring:

F=k®mi+1—m)
We can rewrite this:

F—rka (Uz'+1 - 771‘)
a

Now recall that a is the chain spacing, and therefore ka is the Young’s modulus, and the remaining
term is exactly the displacement per unit length.

Now let us take the continuum limit of our discrete system. To do this, we move from the discrete
index ¢ to a continuous index . When we make this replacement, we have that 7; becomes 7 (x),
and 7,11 becomes 7 (x 4+ a). Previously, we labelled each mass by its counted number. Instead, we
now label each mass by its location at equilibrium. 7 (x) is the displacement of the mass that, when
the system is in equilibrium, would be sitting at location x. Note that x is not a dynamical variable,
it is just a constant that labels the equilibrium locations, 7 (z) is the dynamical variable. This is
essentially downgrading x to the level of ¢, instead of a dynamical variable, it is a parameter that
the actual dynamical variables depend on, which is foreshadowing the introduction of relativity, but
everything here is completely classical.

Now if we look at how our expressions change when we make this continuum limit:

Nl =i n(x+a)—n(x)
a a

Now we note that in the continuum limit, this becomes dn/dx:

n@+a)—n() _dy
a dx

Now if we look at our summation in the continuum limit:
az — / dx
i

And at our m/a, which now becomes the mass per unit length, pu:

m
— —=u
a

Putting all of these together, we find that the full continuum Lagrangian is given by

1 on\?
L=-[dz |p®-Y ()
3 [ it (5
Now using the Lagrangian, we can obtain the equation of motion. Let us first look at the discrete
equations of motion for the ith mass:

mij; — k(i1 — i) — k(i —mi—1) =0
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Suppose we now take the continuum limit of this equation. In this case, we have that:

o ._>a<a77)
Ni+1 — 1 o

- ‘977)
N —MNi—-1 — a (833

This gives us the continuum expression:

8277 3277}
a [”aﬂ “haga] =0

T

r—a

Now recall that Y = ka, so we have the continuum equation of motion:

8277 827]

I _y9h
Hor = % 9.2

Which is the wave equation, and our wave velocity will be v = /Y /u. We obtained this by taking
the continuum limit of the discrete equation of motion, but let us now recover this directly from the
continuum Lagrangian that we derived earlier, rather than first discussing the discrete case.

Continuous Lagrangian Formalism

Usually, when we do particle mechanics, we write down an action, which is the time integral of a
Lagrangian. In this case our Lagrangian is itself an integral over a variable. We denote the integrand
as the Lagrangian density, £:

Using this denotation, the action is the time integral and the spatial integral of L.

We want to obtain the equation of motion directly from L. In general, the Lagrangian density is a
function of 7 and it its partials', along with the parameters that we have, 2 and t:

on On t)

EZE(nvaxaatamv

Starting from this, we define the action?:
1) x2
S = / dxdt L
t1 1

We want to extremize the action with respect to variations of the dynamical variable, n. Note that
we fix the endpoints in ¢ and z, at both ends of the trajectory. We thus fix the variation of n at the
endpoints to be zero.

!Note that we are not technically restricted to just the first order partials, but for higher order partials, we end up
with differential equations that are harder to solve and produce spurious solutions.
2Chacko uses I to denote the action.
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Suppose the variation is of the form:

n (xvt) =To (xat) + 577 (.%',t)

In this form, our previous fixing of the variation is written as:

on (x1,t) = on (z2,t)

0
o (x,t1) =on(x,t2) =0

We can now write out the variation in the action:

oL oL on oL on
08 = //da:dt — 0N+ ——5~0 () + —5=0 <>
Lm g o ()" \ox) " g (o) o
Now thinking back to Lagrangian dynamics, we note that

5((%) _O(p+dn) Iy
or/) ox ox
0
_%577

And similarly for %. This allows us to rewrite the change in our action:

g5 [[awar | 2o O£ (), 0L s (om)
25n Bon

Now integrating by parts, and noting that the boundary terms vanish because of the fixed boundary

conditions:
oL 0 oL 0 oL

0 ot

on

If we set 5 = 0, then we see that the only way for this to be true is if everything in the square
brackets is zero, which is the same as the usual Lagrangian argument. This leaves us with the
Euler-Lagrange equation for the continuous case:

O (0L )\, 9 0L \ 9oL
ot a(%) Oz 8(%) on

This is the equation that must be satisfied on the classical trajectory, the one that extremizes the
action. Note that in the discrete case, we had a set of coupled ODEs, but in the continuous case we
have a single PDE.

Let us apply this to our elastic rod, and see if this recovers the previously obtained equation of
motion. We have our Lagrangian density:

1 5W>2 1 <8n>2
E‘z“(at M



Hersh Kumar

PHYS624 Notes Page 7

Now computing our partials:

oc oy
(g o
oL on
o
Similarly, we can look at % :
oL
o 0

Which, when inserted into our equation, gives us:

0? 0?
i/ i/
ot? Ox?
Which is exactly what we obtained from taking the discrete system to the continuum limit.

In this case, we have only used a single dynamical field, n. How do we generalize this to multiple
fields?

Suppose we are now working with more spatial dimensions. In this case, we move from ¢, x to z*,
where 4 is an index, u = 0,1,2,3, where 2° = t, 2! = 2, 2 = y, and 23 = 2. Suppose we have a
general number of fields, so 1 becomes 7”, where p indexes over some arbitrary number of indices, it
may be a Lorentz index, or it could be any number of scalar fields. We keep this arbitrary so that
we can derive all cases at once.

We can write down the general Lagrangian density:
L= L0 ")

We want to extremize the action, which is now an integral over all spacetime:

S:/d4:c£

Note that in this formalism, space and time are on equal footing, so it will be easy to generalize to
relativity.

Now looking at variations in n”:
n’ =mn’ + on”
We again fix the endpoints, é7” = 0 at the endpoints in spacetime.

We can look at variations in the action, where we use Einstein notation, summation over repeated
indices is implied:

oL oL
— Ao | Z2gpP 4+ — = 2
0S /d x {877/’677 + 8(aynp)5(8,,77 )
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Again noting that ¢ (O,un”) = 9, (dn”), and integrating by parts, we have that

_ 4 Rdady vy R Y~
5S—/dx { p577 Oy ) (Do)

Setting this equal to zero, and using the same argument as the single field case, we have the general
Euler-Lagrange equation in the continuous formalism:
oL oL
(52
0 (0ymP) onP
With this, we can take a very general Lagrangian density, and then obtain the equation of motion.

Recall the classical dynamics of a single point particle. In this case, we have the Euler-Lagrange
equation:

a oy oL,
04q; oq;

We see that this is very similar to our continuous result, we just make space take the same footing
as time, and we recover the same form.

Energy-Momentum Tensor

Recall from point particle mechanics, that we have energy conservation if the Lagrangian does not
explicitly depend on time. In our continuous formalism, we will show that if the Lagrangian density
does not depend on z°, we have energy conservation, and if the density does not depend on z* then

p’ is conserved.
Let us first recall the classical proof of this, which we will then generalize to the field formalism.

If we have no explicit dependence of L on t, then we have that

L = L(qi,q:)
If this is the case, then
dL 9oL d oL dg;
@t " o da T og ar
d(@L > . d <6L> OL dg;
~at\og) " Tar \og) " oq; dat

Where we have rewritten the first term. Now applying the equation of motion, we know that
d (8L> oL
94 9

Inserting this, we see that the second and third terms cancel:

aL _ d (8L>
dt ~ dt \og "
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‘Which can be rewritten:

Now nothing that this is just the time derivative of the Hamiltonian:

d
—H =
dt 0

We see that the total energy (the Hamiltonian) is a constant of the motion.

Now let us generalize this to the field formalism. We have a Lagrangian density, which is a function
of our fields 7n”, their partials, 0,1, but explicitly not a function of x*:

L=L(n", 0n)

We can look at (%Ll, :

oL oL oL
_— nP . 14

Now rewriting the second term, just as we did in the classical derivation:

oL oL oL

- P — - Pl = 1 H NP
3 () 0o = O [a(aanp)a”” ] o {a(aanp)} ot

By the equation of motion, we see that the second term here cancels with the first term in the
equation above.

Thus we are left with

ot
oxY

oL

P
FIGR.D) 0 }

_a.]

Which we can rewrite as:

oL

_ T 9 s | —
5 (c%np)a”n Lo } 0

o |
We define the quantity in brackets as 7%, which is known as the energy-momentum tensor (or the
stress-energy tensor):

oL

(8} - _ = P
T = 5 "

— L6%,

Our equation tells us that this tensor is a constant of the motion:
0,T%, =0
We can compare this to the continuity equation from electromagnetism:

op
E——V-J

‘Which can be rewritten in tensor notation:

Ougt =
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Where j° = p, and j° = j. This equation looks very similar, except for the fact that our recently
derived equation has two indices, rather than 1. The continuity equation tells us that the net current
inflow is equal to the charge enclosed in the region. We can show this by integrating the equation

over some region:
dp
Br—-= [ &z (-V-J
[ = [ a9

9 3. _ 3
at/dxp— /deJ

0

A, &enclosed — — dA-J
8tQ losed /

We see that this equates the change in enclosed charge to the flux of the current flowing out of the
region. In the case where the volume is all of space, current vanishes at the boundary, and we have
global conservation of charge:

0
aQenclosed =0

We will show that the energy-momentum tensor relation that we derived behaves exactly the same,
but with 4 independent relations, due to the extra index. In the case where v = 0, we get energy
conservation, and when v = 1, 2, 3, we get momentum conservation in the respective direction. If we
look at some volume, we get similar continuity relations for energy and momentum. Let us show
this. We can write out the relation and then integrate over a volume:

0T, +0,T7, =0
at/d%TOV - /d% 9,7, =0

If we integrate over all of space, then the second term becomes a surface integral, and vanishes:

/dS:L“@jTj,, — /dsanj,, =0
Then we have just the first term:

O, / BzrT%, =0
N—_———
R,

We denote the 4 quantities R, the “conserved charges”. We denote 79, as the “charge densities”, and
17, are the “charge current densities”. These are all named via direct analogy to electromagnetism.
We have shown that these quantities are conserved, but we have not brought in any ideas of energy

or momentum.

Let us consider again the elastic rod. In this case, we can compute T:

1 [(on\? 1 on\?
0= 2M\a) T2\
We see that these are the kinetic energy density and potential energy density, respectively. Thus

TY is the total energy density of the system. Thus we see that the conservation of Ry over all of
space indicates that energy is conserved over all of space.
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We could also consider T7, which are energy current densities®. Instead, let us come to T, in the
case of the elastic rod:

T = pun—

Let us consider the momentum density of the elastic rod. There is a contribution pn (mass times
velocity), which is there even for rigid body motion. We want the contribution to the momentum
from wave motion inside the rod. We first notice that when wave motion happens, there is a net
change in the mass of the element of the rod between x and x + dz. If (x) > n(x 4+ dx), then the
mass between the two points has decreased. This change is given by:

()~ o da)] = 3

Where we have taken the continuum limit. The net change in momentum between x and = + dx

associated with this motion is:
n ) . ( ﬁn)
—u—d =|—-un—1,d
(-ugpdr)i= (i) as

Which matches exactly what we got for 7, (with a minus sign). This is known as the wave (or field)
momentum density, and the integral of this over all space is conserved. Thus we have connected our
conserved R, quantities to the conservation of energy and wave momentum in the elastic rod case.

Hamiltonian Formulation

Up until now, we have been working with the Lagrangian formalism, but at various points we will
consider the Hamiltonian formulation. Let us once again consider the discrete chain of masses and
springs. Conjugate to each 7;, we have a canonical momentum, p;:

oL
~ o

oL
~ “on,

Dbi

When we take the continuum limit of this, we see that p; vanishes, since L; ~ % pn?, and a — 0.
The derivative is finite, but a goes to zero, so p; = 0. However, we can define the momentum density
7, which is nonzero in the continuum limit:

pi

7= lim —
a—0 a

o
L

Note that in general, 7 is a function of x. Now that we have the conjugate momentum, we can
write down the Hamiltonian:

H=Y pii—L
:

3Goldstein shows these in the case of the elastic rod, and discusses the physical intuition for them, as well as the
momentum current densities.
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_CLZ(amm_ Z)

Writing this in the continuum limit:

H= /dx ( (2)7) (2) — L)
Which defines the Hamiltonian density, H :
H=r(2)i (@)~ L

Essentially, when we define a valid continuum momentum, the Hamiltonian density is exactly what
we would expect. We can generalize this to more than 1 field, where we now have multiple momenta:

__ o
’ o)

For each field, we have a conjugate momentum. We can then write the multiple-field Hamiltonian
density:

H:ZW,,?'?”—E
p

Note that this is exactly what we found for T9:
H =T

This should not be very surprising, since this is exactly the same result we find in classical mechanics,
as long as our Lagrangian is not explicitly time-dependent, the Hamiltonian is a constant of the
motion.

Noether’s Theorem

Let us now discuss Noether’s theorem, which is a connection between the symmetry properties
of the Lagrangian, and conserved quantities, known as currents. We have seen this theorem from
classical mechanics, let us now discuss the form that this theorem takes in classical field theory.

Symmetry in Physics

For some historical background, at the turn of the 20th century, we had several revolutionary
ideas. The first of these was special relativity, which not only introduced a new set of physical
laws, but also changed the way that physicists do physics. When Maxwell’s equations were
written down, these laws came out of a lot of experimentation, a long series of experiments.
The way that Einstein derived E = mc? was to realize that Maxwell’s equations have a
symmetry property, they are invariant under Lorentz transformations. He then imposed
the requirement of Lorentz symmetry onto the other laws of physics and explored what
happened. He was the first physicist to put symmetry first. After Einstein did this, Dirac
required that the laws of quantum mechanics be invariant under Lorentz transformations,
and derived the existence of the positron. Pauli predicted the neutrino via the symmetry of
beta decays, Gell-Mann generalized isospin symmetry to discover the 27. This method was
used extensively since Einstein in the 20th century, the application of symmetries to the laws
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of physics.

Theorem 2.1. Noether’s Theorem. For every continuous symmetry transformation of the La-
grangian, there exists a conserved current.

Note that this is only in one direction, symmetries imply conserved quantities, but conserved
quantities do not imply symmetries. Another thing to note is that the transformations that produce
conserved currents are necessarily continuous, there must be some infinitesimal generator of the
symmetry transformation.

Let us now prove Noether’s Theorem. Let us first consider a transformation®:
ot — 2 = 2" + at (V)

Where the second term is a function z* of x¥. This can be any general transformation. This
transformations affects our field:

e (@) = (a#) =0 (a") + oy ()

This changes our Lagrangian density, but we can claim that the functional form is the same if the
transformation is a symmetry of the Lagrangian:

L[ @), 0 (a") 2t = L [ («) 00" (') ,2"] (1)

This is known as form invariance, the form of the Lagrangian does not change. If the transformation
is not a symmetry, it would be £’ on the right side, rather than the original £. The other claim
that we could make is that the action remains the same:

S = / da' ! [77” (JJ“/) N (a:“/) ,x“/} = / dat L[n? (z*),0un” (zt), zH (2)
! Q

This is known as scale invariance. Note that the Jacobian determinant in the left integral is not
present, this is what makes the transformation a symmetry. If we had explicitly written out the
Jacobian determinant then this statement would be true for all transformations. According to
Goldstein, a transformation must require both of these invariances for the transformation to be a
symmetry. However, according to Chacko, there is a weaker claim that still holds. Consider the
case where form invariance is not met, but scale invariance is. The argument for this case existing
is that a scaling transformation might change d*z, but the functional form of the Lagrangian might
be changed in the exact opposite way, in order to keep the action integral invariant. Thus we would
not have the exact same functional form of the Lagrangian, breaking form invariance, but the action
would be invariant, giving us scale invariance. However, let us just go with what Goldstein says,
because the most common case is that both conditions are met.

Let us do an example of a transformation and Lagrangian. Consider the Lagrangian:
£ = 0,0'0"¢ — m?¢T6 + m? (¢* + ¢?)

This is a scalar field, the dagger represents complex conjugation. Now consider a field

4Note that this is a passive transformation, but can be done in the language of active transformations as well.
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transformtaion:
b= ¢ =%
In this case, we can look at ¢/t
¢’T _ e—ia¢T
With this, we can rewrite our Lagrangian density in terms of ¢’ and ¢'I:
L= 8M [eiagﬁﬁ[} " [efiagi)/] - [emd)/q [efiagbl] + o (672m¢/2 + 62ia¢/‘f2)
_ 8@’*6%’ . m2¢/T¢)/ + m2 (e_2m¢'2 + 622‘a¢/T2)

We see that this transformation is not a symmetry transformation, since we have an extra
eT2 in the third term. If we removed the last term from the Lagrangian, then this would
be a symmetry transformation of the modified Lagrangian, since the first two terms remain
form invariant.

Let us now continue proving Noether’s theorem. Suppose we satisfy both Defn. 1 and Defn. 2, we
have both form and scale invariance. In this case, the statement of scale invariance can be rewritten
as:

dat £ [ ), D’ (@), ] ~ [ do Llap (@) 0P (@) ) =0

Q Q

Where we have changed the Lagrangian in the left integral to £, via form invariance. Note that
we have also changed the dummy variable of integration of the left integral from 2’ to x. These
integrals differ in their region of integration, as well as the fields that are in the Lagrangian. In
other words, we have an of AL over the region {2, and we have an integral of £ over the region
Q' — Q. Thus we can rewrite the equation as:

/ dz* (E [17”/,8,,77”,,33“] —L [17”,8,,77"@“]) +/ dz* L [77"/,81,77”’,1"‘] =0 (3)
Q Q—Q

AL in Q L in disjoint region

The first integral seems workable, but what do we do with the second integral? We will not treat
this integral honestly, instead we will deal with it in 1 dimension and then claim that it generalizes
to the 4D integral. Consider the analogous 1D case of our equation:

b+6b b
/ dz [f<x>+5f<x>1—/ d f () = 0

+da
b b-+6b a+da
/ dz 6 (x) + /b dz [f (z) + 6f (2)] / dz [f (x) + 6f ()] = 0

Now dropping the 6 f (x) in the integrals that are over infinitesimal regions, and claiming that f (x)
is approximately constant over such small regions:

b b+6b a+da
/d:r5f(fv)+/b d:v[f(af)+5f(:v)]—/ de [f (2) + 6f ()] = 0

b
/ du 5 () + f (b) b — f (a)da = 0
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Now rewriting this to “undo” an integration:

/abdx <5f (z) + % [f (x) 556]) —0

Where dz is any smooth function of x that satisfies the boundary conditions of the integral. Now
what is the higher dimensional analog of our newly derived 1D equation? We claim that it is:

/ dz* L [np/,aynpl,a:“} = / dS, Ln?,0,n", x| szt
Q' —Q S

Where the term on the right is the result of the integral over the infinitesimal disjoint region.
Similarly to the 1D case, we can write this as a total derivative:

/dS“ L', 0, x)dx, = / dac”i [L[n", Oun?’, x| daH]

S 0 oxv

This is essentially Gauss’s Law in 3+1 dimensions. We are saying that the Lagrangian does not
have enough time to change over the small disjoint region, and we can integrate it over the surface
of the disjoint region. Now let us return to Equation 3, where we have now dealt with the second
integral. Let us now consider the first term. We can rewrite this as:

/ / oL — oL -
dz" (L |n”,0,n" 2" — L[n",0,n", " :/d:c“ {—5 Pt ——5 (0
/Q (£[n 0" 2] = L0, 00, 2) i "+ g o)

Where 07 is the change in 1 at the point with coordinates z* (as opposed to d7, which is the change
in 7 at the same physical point). To demonstrate the difference between our two deltas, consider a
field ¢ (x), which is a scalar under rotations. We take some physical point z, and we rotate our
coordinate system, and the new coordinate of the same physical point is now z’. The field at the
physical point must always be the same, regardless of the coordinate system:

Knowing this, we can find ¢':

Recall that
W () =f () + P (a¥)

For a scalar under rotations, the value at the same physical point does not change, so én” (z*) = 0.
However, there is a point in our new coordinate system that has the same label as our physical point
in the original coordinates. This is a different physical point, but they have the same coordinates.
This is how we define dn”:

Note that for our scalar field, this is not zero, unlike 1. We can write out what 677 is:

o =1 () -’ ()
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/

n” (a' = ox) —n’ ()

/

/ onP
= (2/) = 02 ST — o (a)
o O’
= —dzx P

Note that we drop the primes in the derivative because we already have a dx, the difference between
the primed and unprimed coordinates is subleading relative to dx. We can now compute § (9,1°)
via analogy to dn”:

3 (Oun’) = 0’ (z) — D1’ ()
= 81/ an (CC)]

With these two quantities computed, we now look at the integral we had, and we can replace the

OL sing the equations of motion:

onP
oL — oL = 0 oL =
dat | S5+ oS 0| = [ ot |2 (o)
/Q Lo’ T 5@ O] = 9 5w \ G

Now recombining this term with the disjoint integral term:

0 aL -
dz* [75 P+ L6 “} =0
/Q o Lo T
Now we recall that we never specified what €2 was, it can be any 4-volume. Thus the integrand
must vanish for all volumes, and therefore the quantity in the total derivative must be constant.
This is denoted j:
oL

v SnP p 4
J 8(81,779)577 + Lox (4)

This is the Noether current, and is conserved, 9,,j" = 0.

Noether Current Examples

The first example we will look at is translations. Consider a Lagrangian density that is
invariant under translations. In this case, the value of the field at the physical point does not
change, regadless of whether it is a scalar field or a vector field. Thus we have that

/

7 (a') =n’ (z)
Which gives us that dn” (x) = 0. We can explicitly define our translation:

/

z¥ =2"+ad"
and so 6z = a”. We now want to find dn”:
on” =1’ (z) =1 ()
= —a" 91’
From this, we can write out the Noether current:

L, o

— P P v
] 8(81/77p> [ a a77 ] +£a
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TV o

We see that we recover the energy-momentum tensor as our conserved quantity, spacetime
translational invariance leads to the conservation of the energy-momentum tensor.
Let us do another example. Consider the Lagrangian density:

L=0,6'0"p —m?¢pTe
Now consider the transformation:
6o =of
d)T N 6—ia¢T — ¢/T

We can first show that this is a symmetry, and then we can find the Noether current. To
show that it is a symmetry, we must show form invariance:

L — 8# (eia¢/T> oM (e_agb/) —m2 (6ia¢/Te—ia¢/)
— 8M¢/T3“¢/ . m2¢/1‘¢/
We see that if we insert the transformed coordinates, we obtain the same functional form,
giving us form invariance. Scale invariance in this case is trivially obtained, since the
transformation does not depend on the coordinates. Thus this transformation is indeed a
Symimetry.

Now let us compute the Noether current. We can compute 6¢, which, since we haven’t
changed the coordinates, is the same as d¢:

op=¢'(z) — ¢ (z)
=€ (z) — ¢ (2)
= iag (x)

Where we have Taylor expanded the exponential, since we consider an infinitesimal transfor-
mation. We can do the same for ¢!, and we find that

3ot = —iag!

We can now insert these into the definition of the Noether current:

oL - oL -
= 5 7= St
90,9 T 9,67

= (0"¢") (iag) + 9,0 (—ias')
= —ia 10" — $0" ¢

-V

J
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Relativistic Wave Equations

This discussion comes from two books, Sakurai’s Advanced Quantum Mechanics, and Relativistic
Quantum Mechanics, by Bjorken and Drell.

Suppose we want to write down a wave equation that obeys special relativity, that is, how do we
generalize the Schrodinger equation? We have an energy relation:
2
p
E=—+4+V(x
5 TV (@)

Which then turns into a wave equation, F¥ and t become operators:
0 h?
h—¢ = ———V2)+V
! 8t¢ 2m vHVY

This equation is only invariant under Galilean symmetries, not Lorentz transformations. The naive
generalization is to use the relativistic energy momentum relation:

E = \/c2p® + m2cA

Which turns our wave equation into:

ih‘?f =V —h22V2 + m2ch

How do we deal with this square root? The first idea is to square both sides of our energy momentum
relation:

E? = 2p? + m2!
We can then write out the wave equation:

5 0% 2 2vr2 2 4
This is known as the relativistic Schrédinger equation®, but is more commonly known as the
Klein-Gordon equation. Writing this equation in relativistic notation:

m2c?

h?

00" + =0

Let us look for plane wave solutions of this equation:

¥ (l‘, t) _ ei(k-mfwt)

[ p-x— Et}
=exp |———
P
Where p = hk and E = hw. If we insert this ansatz into our differential equation:
2 2
w mc
IRy ¥ <7> =0
c? TR h

5Schrodinger actually wrote this equation down before the non-relativistic equation, but he abandoned it due to
some of the issues we will see shortly.
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From this, we have that
2p? + m2ch

Immediately, we have a problem. We see that we have negative energy solutions, which implies that
we can have arbitrarily negative energies, there is an infinite number of these negative energy states!
We ignore this and proceed (as physicists usually do).

In non-relativistic quantum mechanics, we have conservation of probability, does the Klein-Gordon
wave equation also have this property? Looking back at the regular quantum mechanical wave
equation:

oy h? _,
_ihr =
ih—>, 2mV v+ Vi
Taking the complex conjugate of both sides:
* h2
—mai = Vsz * +Vbx

If we take the wave equation and multiply both sides by ¥*, and subtract the product of this
conjugated wave equation and 1 (taking the Wronskian), we find that:

i (V07) = =V - ($" Vi — V)
This is a continuity equation (compare this to ap = —V - j from electromagnetism). We can write
this in a form that makes it more clear:
dp
V-§=0
o "

Where p = ¢*y is the conserved probability density. Note that p is positive definite, which is
necessary if we want to interpret p as a probability®. From this continuity equation, we have that
the probability over all space is a constant in time.

Now let us consider the Klein-Gordon theory. In this case, we can again take the Wronskian, after
which we find:

&) =V V- yv)

c2 ot (d} ot ot
Where we have dropped factors of i and ¢. We see that we again find a continuity equation, with
the same S, but the p is not the same:
p
V.-§=0
o

Here p is no longer 9*:

. ih ( L0 (’91,[)*)
~ 2mc? v ot
This is real, but is no longer positive definite, we cannot identify this with a probability density.
People ignored this and proceeded. What finally killed the Klein-Gordon equation was the calculation
of the fine structure of Hydrogen using this theory, which disagreed with experiment, and the theory
was then abandoned as a wave equation.

S

What do we do now? The Klein-Gordon equation does not work as a relativistic wave equation.
From this, we move to the Dirac equation.

SFamously, this was first done by Max Born, for which he received a Nobel Prize.
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The Dirac Equation

Dirac looked at the Schrodinger equation and the Klein-Gordon equation, and noted that in the
Schrodinger equation, we have only 1 order of time derivatives, while the Klein-Gordon equation is
second order in time. So he attempted to write down an equation that was first order in time. To
do this, we have to deal with the square root that we ran into earlier:

E = \/cp? + m2ct
To deal with this, Dirac rewrote this as:
E=co-p+mcB

Where «; and 8 are matrices. Note that this makes the energy a matrix, and the wavefunction a
column vector. To do this, if we square this, we better get the right expression:

(co-p+ m026)2
2
= (C (azpe + Oy + a:pz) + mc25)
& (a2pl + cops + alp? + fPm?c?)
C2 [(axay + Oéyax)pxpy + (ayaz + Oézay)pypz + (aza:c + axaz)psz]
[ (azB + Ba) pxmc + (Oéyﬁ + /B@y)pymc + (a8 + Baz) p.mc ]

_|_

Now compare this mess to the correct expression:
E? = czpz, + chZ + Csz +m2ct

To have these match, we have many conditions that must be met. The first is that

We also have an anticommutation relation:
o0 + ajo; =0
for i # j. We also have that
Ba; + ;=0
And % =1L

We must find 4 matrices {ag, oy, ., S} that satisfy these properties. Let us first postpone a
discussion of what these matrices are. Suppose we have a set of matrices that satisfy these
properties, what does our theory look like? We can write our Hamiltonian:

A

H=ca- p+mcp

If we now enforce that the Hamiltonian is Hermitian, H=H t, we have another condition on the
matrices:

1

Q; = O

B =4t
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We see we need 4 Hermitian, idempotent, and anticommuting matrices. We can then write out our
wave equation:

0
maif = —ihca - Vi + mc? B (6)
We see that this is indeed first order in time, so we have a decent chance of getting a conserved
positive definite probability density. Let us determine if this is indeed the case. We can take the
Hermitian conjugate of our wave equation:

oyt

o = iheVT - o+ me?yip

—ih
Multiplying this by ), and then multiplying our wave equation by ', and then subtracting the
two, we find that

mgt (qu) = —ihe (Plo- Vo + VT - o))
= —iheV - (Vo)

Thus we have our probability current density S = ctpTarp, and our probability density p = 1 T1.

Up until now, we have assumed that there exists a set of 4 matrices that satisfy these properties.
Let us now see if we can in fact find such a set of matrices. If we wanted a set of 3 matrices, we
could use the Pauli matrices, since they satisfy these conditions. However, we need 4! In fact, if
we were to work in 2+1D, we would be able to use the Pauli matrices, since we would only need
a set of 3 matrices. This implies that we might be able to generalize from the Pauli matrices to
something that works in 3+1D.

This leads us to the Dirac matrices. We want to find whether or not we can find four 2 x 2 matrices
that are Hermitian, mutually anticommuting, and idempotent. Since the Pauli matrices and the
identity span all 2 x 2 Hermitian matrices, we can actually prove that there is no such fourth
matrix. What about 3 x 3 matrices? We can actually prove that the Dirac matrices must be even
dimensional, so 3 x 3 will not work.

Proof. The «; matrices must be Hermitian. Thus we can diagonalize one of them, via some unitary
transformation. Note that a? = I must be true before and after the diagonalization. Also note that
since «; is idempotent, it has eigenvalues of +1. This argument applies to all of the 4 matrices,
they all have eigenvalues +1. Now ;8 + fBa; = 0 (one of our conditions), which implies that
B~ ta;B = —a;. Now taking the trace, and applying the cyclic property of the trace, we find that

Tr [a;] =0

We have shown that the eigenvalues are 1, and the trace is zero, so there must be an equal number
of +1 eigenvalues and —1 eigenvalues, and therefore the matrix must be even dimensional. O

From this, we know that we need the Dirac matrices to be 4 x 4 at the very least. There is no
unique set of matrices, but here is one set:

w55 el Y
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Where I5 is the 2 x 2 identity matrix, and o; is a 2 x 2 Pauli matrix. Since this set is not unique,
different books use different choices. Some choices work better for the relativistic limit, and others in
the non-relativistic limit. Peskin for example, chooses a set that is better for relativistic computations.
We can transition between different sets of these matrices by a similarity transformation:

of =Sa; 871 B =585""
Where S is a unitary matrix, because the as and  are Hermitian.

We have now found an explicit set of matrices that satisfy our conditions, so let us look for plane
wave solutions of the Dirac equation. Rewriting our equation:

(—ihca - V +mc?B) ¢ = ih%—zf

This is not the usual way we write the Dirac equation. This equation (as we will see) is invariant
under Lorentz transformations, but this is not very clearly seen. To make this more clear, we
multiply both sides by 3, and divide by c:

By

(—ihpa -V +me)p = th 5

This equation has the form
ihy" 0 — meyp =0

Where we define” 70 = 3, and 4% = Ba’. From this, we can write the Dirac equation using natural
units, where h = c = 1:

(190 —m)p =0 (7)
In natural units, everything is now described in terms of energy (eV). Note that we will also be

using Heaviside-Lorentz units®, in which Coulomb’s Law is written as

_ q1492
4d7r?

Heaviside-Lorentz is essentially SI units, except we don’t have the ¢.

Fe

We can rewrite the o and  commuatation relations in terms of the v matrices:
{97} =29
Now let us return to looking for plane wave solutions. We want solutions of the form:
W (2,t) = w(p) €/ @*

For the sake of simplicity, we will choose p = pZ. w is a four component matrix, but it is convenient
to write this as a two-component object (since the v matrices can be separated into 2 x 2 block
matrices):

wo (wA>
w = =
w3 wpRp

"Note that we define z° = ¢t
8Gaussian units are easier in the case where we start with Coulomb’s Law itself, but Heaviside-Lorentz is nicer when
starting from the Lagrangian, which is what we will be doing. SI units are never useful.
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If we insert our plane wave solution into the Dirac equation, since the derivative 0,1 is zero along
the x and y direction, we have

(70—73p—m)w:0
Now inserting the v matrices in block form:
y o) (o B) -l () -
{E<H2 0) P\-oy 0 " \wp =0

This gives us two equations:

Ewpg — poswg — mws =0 (8)
Ewa + poswyg — mwp =0 (9)
Now we can rewrite Eqn &:
_ (E —pos)
wy = ——~wpg
m

Inserting this into Eqn 9:

(E +pos) (E — pos)

B—mwp =0
Using the fact that 03 = I, we are left with
(EQ—pQ—mQ)wB:O
From which we have
E =4+/p%2+m?

Let us make a few comments about what we have seen. The first is that w4 and wp are not
independent, if we know one of them, we can find the other. The other thing to note is that unless
the final condition on the energy (the energy dispersion relation) is satisfied, we have a trivial
solution. Perhaps the most glaring issue is that we have a nontrivial negative energy solution, we
were not able to avoid the issue that we first saw in the Klein-Gordon theory.

Note that wg can take two independent values:

o= (3)-(1)

and since F can be either positive or negative, we have a total of four independent plane wave
solutions. Listing them out:
(1) Ei—p
. — — m
Wiy wp 0 wA 5

0 0
Wi+t WB =\ WA= | Ei+p

1 E_—p
ot en=() = (%
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0 0
w)—: wp= 1 WA =\ E_+p

m

We label these independent solutions (for reasons that will become clear later) with spin indices, as
well as the sign of the energy. These solutions are orthogonal:

Wiy - W = Wiy - Wyg = - =0

These are generally not written in this way, people have come up with notation that allows for
easier computation. We can alter the normalizations of these solutions:

() = ()

ui (p): wp=

) wo= () w0

These are the two positive energy solutions (w4 and w1 ). For the negative energy solutions, we
use a different convention, we look for solutions of the Dirac equation of the form

¥ (@) = o () 7

with E > 0. Essentially, the negative energy solutions propagating in a certain direction can be
written in the same form as positive energy solutions propagating in the opposite direction.

We can again break @ into a two-component object:

- (2)

We can then rewrite our negative energy solutions:
1 _Eitp
- 0 N 0

m

We can again change the normalization, and write down the negative energy solutions:

=5 w (V5

vi(p): wp= 0 0
va(p): p = (%) W4 = (—\/%)

With this new notation, we have that u; (p) represent positive energy solutions moving along p, and
v; (p) are negative energy solutions moving opposite p.

There are certain standard properties of these solutions that are useful when doing calculations. We
can begin with another definition:

w = wTyo
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For any four component object w. From this, we have that
T (p)u (p) = 2m0™
u'T (p) u® (p) = 2E,0"

And for the wvs:

We also have that

However,

s=1,2

Where p = pufyﬂg. Note that this is not an inner product, this is an outer product (column vector
times a row vector), and thus we are left with a matrix, rather than a number.

Let us again write down u! (p) :

E—p
0

uy (p) : VE+p
0

Where E = ++/p? +m2. What is the right way to think about this? Let us draw an analogy to
non-relativistic quantum mechanics. We can decompose wavefunctions into a spatial component
and a spin part, they nicely factorize. Looking at plane waves solutions of a free particle, we have
solutions of the form:
i(p-x—Et) (1)
¢ 0

9This is known as the Feynman slash notation.
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Where this is a solution for a spin up free particle. We can make a linear combination of these plane
waves to make a general wavefunction:

[tpreve-on ()

Y(w,t)

Suppose we wanted to do the same thing for the plane wave solutions of the Dirac equation:

[ @t ) ) e

However, the components of u; (p) are not the same, they have different dependences on p, and
thus we would be left with something of the form:

d)l (l‘,t)
0

¢2 (.ﬁU,t)
0

The spin/spatial factorization is no longer present in the relativistic theory. In fact, if we take the
non-relativistic limit, where p — 0, we see that we recover the factorization.

Let us now discuss the negative energy states. What stops an electron in a finite positive energy
state from falling into a negative energy state? According to Dirac, the answer is the Pauli Exclusion
Principle. All the negative energy states are normally fully occupied by electrons, which is known
as the Dirac sea. If this is the case, an electron in a positive energy state, by the Pauli Exclusion
Principle, cannot occupy a negative energy state, and thus the negative energy states have no
observable consequences. This is a strange concept, but if we think about condensed matter, we
often think about the Fermi surface. If the Fermi surface is full, and we insert another electron, the
electron cannot interact with the electrons at the Fermi surface, since it is fully occupied. Only if we
can introduce enough energy to knock an electron out of the Fermi surface can we see interactions.

Dirac of course did not know about all of this. Instead, his depiction was an infinite band of negative
energy states and an infinite band of positive energy states, separated by a band gap of 2mc?. The
idea was the negative energy band was completely filled, and observable states lived in the positive
energy band. The only way to drive interactions between an external electron and the negative
band would be to transfer enough energy to knock a negative energy electron into a positive energy
state. Only high momentum transfer processes that can cross the “band gap” can interact with the
Dirac sea.

Suppose we do knock a negative energy electron out of the sea. In this case, the sea has a net
positive charge (since we have a “hole” with a missing electron), and so the sea would appear as a
positively charged, positive energy particle. Dirac hated this, but shortly after he developed this
idea, the positron was observed, which is exactly the hole state, a positive charge electron.

To summarize, the implications of Dirac’s theory are the aforementioned existence of positrons, and
the possibility of pair creation, high energy processes can create electron-positron pairs.
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Spin in the Dirac Theory

Let us now return to the plane wave solutions and the stated but unproven connection to spin. We
expect that the angular momentum of an isolated system is conserved. Let us consider the angular
momentum operator L = r X p for a single particle, and see if it is conserved. In the Heisenberg
picture, we can look at the evolution of the orbital angular momentum in a particular direction:

dL,
ih
R

= [LZ7H]

= [(zpy — ypa) . (co - p +mc?B)]
= [z, pa] caupy — [y, Dy) cOyD
= the (agpy — ayps)

This is not zero! The orbital angular momentum evolves over time, which, if we assume that total
angular momentum must be conserved, implies that there is another source of angular momentum.
This is the spin angular momentum. The combination of the spin and orbital angular momenta will
be conserved, but not the two individually.

Consider the operator %hZz, where X, is defined as
Y, = —logoy
We will show that
1
SZ - §hzz

is the spin angular momentum operator in the z direction, and that the sume of the orbital and
spin angular momentum will be conserved:

d
Lz z) =
dt( +5,)=0

And via symmetry, we can define the same type of operator for the x and y directions.

Let us now prove this. We can look at the Heisenberg evolution of our defined operator:

d (1 )_ 1

= the (aypy — azpy)

Where we have used the fact that a,ay0, = o004, and azoyB = Sago,. Note that our result
exactly cancels out the result for the time evolution of L,. Thus, this choice of S,, the time
derivative of the total angular momentum is zero, and thus this is indeed our spin component. This
is historically how the existence of spin-1/2 particles was determined, while we take it for granted
that electrons have spin.

More generally, we can define the spin operator:

SZEHE
2
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Where ¥ has a cylic property:

Y = —ioya,
Xy = —io 0y
X, = —logoy

We can look at the square of the spin operator, noting that Z? =1:

1
§ = 07 (35 + 35+ 37)

3
= Zp?
4

We can explicitly write out X,:
X, = 00y
B (Ug O>
- 0 o3
If we apply our spin operator to what we had labelled the spin up and down solutions:
1
SzwiT = ihwiT
1
Szij = _ihwi‘t
Which validates our choice of labelling, these are indeed spin up and down.

Lorentz Covariance of the Dirac Equation

Let us now discuss the Lorentz covariance of the Dirac equation. Suppose we write down Newton’s
Second Law:

F =ma

What does it mean for us to say that a and F' are vectors? This is a statement about how they
transform under rotations. When we say something is a vector, we say that it transforms like the
coordinates do under rotations. We would say that Newton’s Second Law is “rotationally covariant”.
What does this mean? Suppose we have F' and a in a particular coordinate system. If we do a
coordinate transformation, the equation will still remain true, while the components of F' and a are
not invariant, both will transform covariantly, the form of the equation will remain invariant.

Now let us do the same for Lorentz transformations of the Dirac equation. We have the Dirac
equation:

(170 — m) () = 0

If someone is in a Lorentz transformed frame, v (z) will not be the same as in your frame. However,
the new 1 (z) in the boosted frame will also satisfy the Dirac equation, the Dirac equation behaves
covariantly under rotations and boosts.

Let us now prove this Lorentz covariance. Suppose we have a Lorentz transformation:

)
ot — 't = AP "
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We want to show that this leads to ¢’ (z’) which satisfies:
(v, —m) ¢’ (2) =0

We can look for a transformation S, which depends on A, that transforms between our old and new
field:

Inverting our original equation, we have that
¥ (@) =57 (A) Y (2)

Similarly, had we done the opposite Lorentz transform A~', we would have that:
V(@) =8 Ay ()

These two give us the fact that

Then, the Dirac equation can be written as:

¥(z)
——

(iv"8, —m) S™H (M) ¢ (2') =0
Now using the chain rule, we can rewrite our 9,:

0 o
o Qak dxlv
= AY,0,

Thus the Dirac equation becomes:
(iv"AY 0!, — m) SNy («')=0
Left multiplying by S (A), we are left with:
(iS (A) S~ (A) AV, — m) ¢’ () = 0
From this, we obtain Lorentz covariance if the following condition on S (A) is met:
S ()41~ (AN, =7

How can we find such a S (A)? In this case, it is simpler to look at the infinitesimal case of a
transformation. Consider an infinitesimal Lorentz transformation:

Ay =6+ Aw”y,
Which has some associated S (A), which has some unknown matrix o,

S=1- %UWAwW



Hersh Kumar

PHYS624 Notes Page 30

Note that the factor of % is placed there with malice aforethought, we will see that there is a
convention for o,,,, which factors out the j.

Now let us take our two equations and substitute them into the expression for the requirement on
S, and drop all terms of order higher than Aw:

(1 - iUWAwW> ~ (1 + ia,\UAw)‘”) (5§ + Awﬁa) =P
(—iaWAw‘“’> 7P AP <ZZLUWAU}W> = —y,AuwP®
. . 1
(—iU“VAU}NV) AP 4 AP (iUWAw‘“’> =3 [—’y“Aw”“(Sf — 'yl,Aw“”éﬂ

Now using the fact that Aw"* = —Aw"”, and dividing out by Aw*” on both sides, and rearranging
some terms, we are left with:

[763 U,ul/} =2 [7#65 - 71/55}

Thus we need a 0, that satisfies this condition, which is independent of the Lorentz transformation
that we use.

We claim that the solution is given by:

/)
Ouv = ) [’7;“ 'Yl/]

Let us now verify that this is true. To do this, we need to compute this commutator:
YA = W)
Now using a useful property of commutators:
[C,AB] ={A,C}B — A{B,C}
Using this, we can compute both parts of the commutator:
V%, 1) = 200 — 27,08
Vv = 2607 + 2.0,
From which we have:
[V vme = wv] = 41085 — 4v.8)
If we now multiply this by %, we recover the expected result:
[V, 0| = —2i 05 — 7,07

Thus we have shown that this choice of o, works for infinitesimal Lorentz transformations.
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Now let us extend this to finite transformations. To do this, we want to build up a finite transfor-
mation out of infinitesimal ones. Suppose Aw represents the strength of the transformation, and
G"”, tells us the direction of the transformation:

Aw”, = AwG”,

For example, for a Lorentz transformation along z:

0 0 0 -1
v 0O 00 O
Gu = 0 00 O
-1 0 0 O
Now let us consider G2:
1 000
o [0 0 00
G = 00 0O
0 0 01

And let us also note that G = G'°. We can obtain a finite transformation via the limit of a series
of the infinitesimal transformations:

2 = lim [T+ AwG)]Y z#
N—oo
_ [eNAwG} v uxu
Where NAw = w. Now, rewriting the exponential in terms of hyperbolic sines and cosines:
e*Y = cosh (w@) + sinh (wG)
Due to the properties of G, we can show that

cosh (wG) = 1 — G? + G? cosh (w)
sinh (wG) = G sinh (w)

To do this, we can series expand the two of them:
Lo 1 4-u
cosh (w@G) = 1+§w G +Ew G +...

We can then note that G* = G?, since G? = G, and we are left with:

1 1
cosh (wG) = 1+ G? §w2+5w4+...
=1+ G?[coshw — 1]

=1—G? + G? cosh (w)

We can use exactly the same logic for the sinh case.

"Note the similarity to SU (3) rotations!
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Using these two relations, we can rewrite the exponential:

cosh(w) 0 0 —sinh(w)
G _ 0 10 0
0 01 0
—sinh(w) 0 0 cosh (w)

This is similar to the rotation matrices, except hyperbolic sines and cosines. This is the structure
for a finite rotation in coordinate space. Now looking at the field transformation:

V' (2') = S («)
. N
= lim_ <1 - iAwaw,G‘“’) W (x)

~ exp {_i (N Aw) UWGW} ¥ (@)
= exp {—iwa,wG“”} ¥ (2)
This expression is known as S (A) :
S (A) =exp [—%wauyG“V}
This dictates how spinor fields transform:
Y (a) =S (M) ¥ (2)

Bilinears of the Dirac Equation

Before we discuss bilinear covariance, let us list some of the important properties of the ~ matrices,
in the basis that we are working in.

We have the defining property:
{7 =29

As well as how we define the dagger:

And we can also write this as:
(v)F = 40ye0
Now let us consider ¥ = T4, We saw how ¢ transforms:

Y — exp [—%wawj(}"‘”} P
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We can see how 1 transforms:
t Ly wlexn | Lwot Grv

Y — Plexp LfUUWG }

Using the last property of the gamma matrices we wrote down, we can see that
ULV = ’.YOU,U‘VPYO

After which we can find how v transforms:

N — i

1 — Y exp [4wG‘“’UW}

We see that 1) and 1) transform in opposite ways, one picks up a negative exponential, and the other
picks up a positive exponential. From this, we see that

i
is Lorentz invariant.
Let us now define!! a matrix 7°:
A5 = 17014243
)
= =& s
We can list some properties of the 4° matrix:
f
(") =~
2
(") =1
(v’ "} =0

In our choice of basis, we have the nice property that v° is diagonal:
-1 0)
5 _
T ( 0 I

Suppose that instead of 34+1D, we were working in 1+1D. In this case, we could just use two of the
Pauli matrices as the gamma matrices, in which case v° would be the third Pauli matrix. If instead
we were working in 241D, we would have 3 gamma matrices, the Paulis, and there would not be a
+®. This has to do with the structure of the Lorentz group, and is why fermions change drastically
as we change the dimensionality of our theory.

Let us now list the bilinear covariants of the Dirac equation.
1. Y1) is a scalar, and there is 1 of these.
2. 1pyM1) is a vector, and there are 4 of these.

3. Yot is a tensor, and there are 6 of these.

"'Note that the prefactor for 4° is very convention dependent.
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4. py"*y51) is a pseudovector'?, and there are 4 of these.
5. 1y is a pseudoscalar, and there is 1 of these.

Thus we have a total of 16 bilinear covariants, combinations of 1) and 1/ that transform in specific
ways under Lorentz transformations. We can also write down a set of basis matrices for all 4 x 4
matrices:

{I, 4", 0 y#y°, 4%}

This is useful, because we can take a look at something very ugly:

Ao 0

PP Y YTy

This will reduce to some combination of our irreducible representations (irreps).

Quantum Field Theory
Second Quantization of the Schrodinger Equation

We shall begin our discussion of quantum field theory via second quantization of the Schrodinger
equation.

In a first quantum mechanics course, we take particle motion, quantize, and find wave motion.
Suppose instead, we wanted to go the other way, we start with wave motion, quantize, and we will
see that we obtain particle motion.

Consider the Lagrangian density:

W oo t
SV YV () YTy (10)

L =il —

Where 1 is a complex scalar field. Let treat this the way we would treat a classical Lagrangian
density, and find the equation of motion. If we do this, we find equations for both v and 1 (note
that so far, we are treating ¢ and ¢! as separate fields)

2
—int = L2t v (1)
2m
2
ihp = —h—v%/z +V (r,t) e

2m

This looks exactly like the Schrodinger equation (which is exactly why we chose this Lagrangian
density to start with). However, 1 is no longer a wavefunction, it is a field.

The canonical momentum conjugate to 1) can be found to be:

ot
-5
= iyt

™

2p5seudo- indicates that it picks up a sign under parity transformations.
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The way we interpret this is that ¢ is not an independent field, v is the field, and is the fundamental
object. The reason that this is the case is that our Lagrangian density is first order in time derivatives,
and only acting on 1, there are no 1’ terms in £ 3.

In the Hamiltonian formalism, ¢ and 7 are canonically conjugate variables, and ' is completely
determined by 7. Essentially, we started with the assumption that 1) and ¥’ were independent
fields, and we have shown that actually, ¢ is completely dependent on 1.

We can write out the Hamiltonian density:
H=m)—L
- —%Vﬂ' v %V (r,t) T
Expressing this in terms of ¢ and
h2
H = %wﬂ VY + V() iy

So far everything has been classical. How do we now quantize this system? To do this, let us recall
the elastic rod. We had a collection of masses and springs, and in the discrete case, we wrote down
a Lagrangian:

1 1
L= 3 me? — 57*?72 (Mig1 — M)

How would we quantize this classical system? We would introduce a quantization condition between
position and conjugate momentum:

(i, M) = ihdy;
And maintain commutation relations between each set of variables:
[77i>77j] = [771’77]} =0

If we did this, we would find that the quantized excitations in the system are phonons. Suppose we
now take the continuum limit of this system. To do this, we first rewrite the discrete case using the
lattice spacing a:
m . 0
[m, fm} = ih—
a a
Taking the continuum limit, we have

[77 (x),m (a:’)] =1hd (:c — a:’)

Where on the right side, the 1/a leads to the Kronecker delta blowing up to infinity, and so we
recover a Dirac delta. This is the quantization condition for the classical field in the case of the
elastic rod.

The generalization to arbitrary numbers of fields and dimensions is:

[np (z),n” (x')] = jhoP1 (w — x’)

13See the Klein-Gordon theory, in that case, 7 contains derivatives of 1.
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[77& (l’) 7775 (-7;/)} =0
[WO‘ (x) ,7r5 (:):’)} =0
Where D is the number of dimensions, In 3+1D, we recover a 3. The 7” () and 7* (x) are now

operators satisfying canonical commutation relations. Let us return to the Schrodinger theory, and
apply these commutation relations. In this theory, we have the commutation relations:

(), 7 }zihéS (w—a:’)
a:, }—0

Inserting the relation between 7 and @T, we can rewrite the first commutation relation:
[1& (x) ,Qﬁ (a:')} =43 (a: — a:’)

These commutation relations are at equal time, t = t/. Note that since our operators have time
dependence, we are working in the Heisenberg picture. Using the commutation relations, the
Heisenberg equation of motion is given by:

And we recover the same equation of motion that we found earlier, via the Lagrangian and the
Euler-Lagrange equation:

h )

2
) R
V1/1+V( )w—zhat

We have spent time dlscussmg what the operators in our theory are, but what about the states?
what states do the operators 1/1 and wT act on? Consider the operator N:

N = / &zt (2) D ()

It can be verified that

Thus N is a constant of the motion. It also means that N and H can be simultaneously diagonalized
in some basis. Let us now go to a basis in which both N and H are diagonal.

We can expand the field operators in terms of eigenfunctions of the Hamiltonian:

)= (t) uy (x)
k

) =Y a(t)u
k
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Where uy, (x) satisfies the condition:

— 5 Viur () + V (@) g () = Egu (x)

Where we have restricted our system to have a time-independent potential V' (z). The uy (x) are
eigenfunctions of a Hermitian operator, so they are orthogonal, and they form a complete set. We
could have expanded our field operators in any set of orthogonal functions (sines/cosines, etc.), but
we chose the uy () functions because we want to diagonalize the Hamiltonian.

Recall that the Hamiltonian density was given by

h2
" 2m

H VT -V + V (x) Ty

The Hamiltonian is the integration of the density:

H:/&w{
—/d?ﬁmﬁ [—;;V%/AJ—FV(QS)#AJ

Where we have integrated by parts to pull out the W. If we now insert our expanded field operators
into this, and use the fact that uy (x) are eigenfunctions of the Hamiltonian, we will be able to
reduce the whole expression.

Suppose we take the equation of motion, and substitute in our expanded operators:

G o O
—5 -V V (@) = ih

Before doing this, we note that

From which we find that
&k (t) = dkefiEkt/h
From this, we have that our expanded operators take the form:

D@, t) = Y duy (@) e
k

O (x,t) = > aup (z) B4/
k

We see that we can extract the time dependence from our Fourier coefficient operators. Now we
can invert this equations (just as one does to find Fourier coefficients) to find a; and &L, via the
fact that the uj functions provide an orthogonal basis of functions. Let us assume that we have a
normalization condition:

[ i @) @) =
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Inverting our expansions, we find that
o= [ P @00 (@) B
i = [ @i @) () e B

Since we know the commutation relations between 1& and W, we can use these to find the commutation
relations between da; and d,t:

—

ap, ) =0

L] =0

j)

|

These follow from the fact that & and a' only depend on 1[1 and ’(/AJT respectively, and those commute
with each other. The final commutator requires a bit more work:

53 (x—a’)
[dk,&” = /dgzc /d3x’ ei(Ek_El)t/huz (x) (:c') [@@ (x,t) ot (az’,t)}
= ei(E’“_El)t/h/d‘gx uy, (@) uy (x)

Okt

Now let us return to the Hamiltonian and number operator. Let us rewrite these in terms of @ and
AT
ay:

N = /dzsazzﬁT (z,t)
= /d?’:v Z &lTuZ‘ (x) e Et/h Z agug (x) e Ekt/h
1 k

=" afape P Bt/ / &Pz () uf (z)

Where we note that the only terms that depend on x in the integral are the functions u; (x) and
uy, (), so we can use the orthogonality relation to remove the integral and get a Kronecker delta,
and then use that to collapse the two sums into one. It is also useful to define an operator Ny:

Ny = alag

From which we have

Let us do the same process for the Hamiltonian:

A

h2 . N A
_ 3 2,71, T
H_/da:2mvw Vi +V(x)yhy
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. &

_ &Zdlez(EkEl)t/h/dgm (mvuz . Vul + UZ;V (:B) Ul>
. h2

= 3" af e FrE / dw i, (B)

A T

=" Epalay
k

=Y EiNi
k

I
j=)
o —+
j=)3

Where we integrate by parts, and drop the boundary term, under the assumption that the eigen-
functions vanish at infinity. We then use the fact that wu; is by definition an eigenfunction of the
Schrodinger equation, and then we use the orthogonality condition to get a Kronecker delta and
collapse the integral and two sums into a single sum.

Now how do we find the eigenvalues of the Hamiltonian? First, let us note that [N“N]} = 0.
Because of this, we can diagonalize them simultaneously. Thus, finding the eigenvalues of the
Hamiltonian boils down to finding the eigenvalues of Nj. Now recall the harmonic oscillator from
quantum mechanics. We can write the oscillator Hamiltonian as:

N 1
Hose = hw (aTa + 2)

The raising and lowering operators satisfied the same commutation relations that we have for our
Schrodinger field, and in the case of the oscillator, eigenvalues of aa were integers. Thus, if we can
reproduce this argument, we can get the eigenvalues of our Schrodinger field Hamiltonian.

Consider the commutator:

[Niaai} = (04, Q4
CTat A1 A
= [aiaai a;
= —&

Similarly, we can compute the commutator with dZT. :
[Ni,af] =af
Now let |n;) be an eigenstate of N;, with eigenvalue n;:
Ni|ni) = n;|n:)
Now, consider applying N; to the eigenstate that has a; applied to it:
Ni (@i ni)) = [Ni, @] i) + aiNi [s)

= —(AIZ' |7”LZ> + ni&i |n2>
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= (n; — 1) a; n;)

From this, we see that a; [n;) is an eigenstate of Ni, with eigenvalue n; — 1, and therefore this is the
state |n; — 1). From here, we can keep applying a;, and continuing lowering the eigenvalue and the

A

eigenstate label. To prove that n; must be a positive integer, we note that <Ni>w must be positive,

N; is a positive definite operator'*:

WINi|) = (] a] (a; [1))
= (¢l¢) >0

Thus, by repeatedly applying a; to |n;), it appears that one can continue decreasing the eigenvalue
infinitely. However, since N; is positive definite, all of its eigenvalues are positive. Therefore, the
only way that we resolve this is if we have a state labelled |0),, with eigenvalue 0:

a; |0;) = 00;)
Then, applying N; will also give us zero:
N; |0;) = 010;)

So |0;) is an eigenvector of N; with eigenvalue 0. Due to the unit spacing of the eigenvalues, the
eigenvalues of N; are 0,1,2,..., and the corresponding eigenvectors are |0;),|1;),|2;),.... Since all
the NV;s can be independently diagonalized, an eigenstate of all of the NV; operators as:

|1, Moy My )
Given this state, we can see what the action of a single one of the N; operators will be:
N; N1, ma, ... iy ..y =ng|ng,ng, . ng, )
From this, we have that the eigenvalues of the full N operator are given by:

N|n1,n2,...,ni,...> :Zni|n1,n2,...,m,...>
7

Which immediately gives us the eigenvalues of the Hamiltonian:

f[|n1,n2,...,ni,...>: (anEl) |n1,n2,...,ni,...>
i

How do we interpret this? We interpret n; as the number of particles in energy level 1, and
generalizing, n; is the number of particles in the ith energy level. From this, the eigenvalue of N
gives us the total number of particles in our system.

We solved this for an arbitrary potential V' (x). All of the particles in the system are interacting
with the potential, but they are not interacting with each other. The problem that we have solved
is therefore analogous to ), n; noninteracting particles distributed among the energy eigenstates
generated by the potential V (). We see that even though we started with a single particle
Schrodinger equation, the solution gave us the dynamics of an arbitrary number of particles in the
system.

14Not all Hermitian matrices are positive definite!
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Now we return to our a@; operator, and we see that it can decrement the number of particles in the
ith energy level:

fli |’I’L1,’I”L2,...’I’Li,...> X |n1,n2,...,ni—1,...>

Similarly, d;r increments the number of particles in the ith energy level:

dg\nl,ng,...,ni,..) X |n1,n2,...,ni+1,...>

For this reason, @; is known as the annihilation operator, and ELZT is known as the creation operator.
The state with no particles, |0,0,0...) is known as the vacuum.

Now suppose we want to take what we have just found, and return to the usual way we think about
quantum mechanics. Let us consider the action of the operators ¢ (z) and ¢ (x) on the vacuum.
Let us suppose this state is denoted |, ) :

oT (2,1))0) = |2, 1)

Note that the action of ¥ (x,t) on the vacuum must be zero, since it contains just a a. Let us now
consider the time derivative of this state:

0 0 -~
ih— |z, t) = i (2,1)]0
S o, t) = ihe i (,)[0)
Now using the Heisenberg picture evolution of the operator i, where |0) is constant in time:

0 - SN
ihg 01 () 0) = [¢7, H] |0)
= _FI@Z)T (xvt) ’0>
= —H|x,t)

We see that this is very reminiscent of the Schrodinger equation, but we have the wrong sign. Now
let us consider the inner product of two of these states:

(@', tlw, t) = (0] (',1) &T (1) [0)
= (0 [ (2',¢) . 4T (2. 1)] |0)
=3 (a: —x )
Where we note that we can replace the product of our two operators with the commutator since the
second term in the commutator vanishes, v acting on the vacuum is zero. The object that satisfies
the Schrodinger equation with the wrong sign and has this normalization condition is the position
basis vector in the Heisenberg picture. This suggests that |x,t) are basis vectors for single particle

states in the Heisenberg picture. Given a time-independent single particle state vector [¢), the
position space wavefunction is given by

(@, t|¢) = ¢ (w,1)
Let us confirm this by constructing the wavefunction of the statevector

0,0,...1;,...)
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which is a single particle in the ith energy eigenstate. We relabel this state as |i):

The wavefunction of |i) is

(, tli) = (Ol (. 1) a]0)
<0 Y (x,t) /dgaz P (2',t) u; () e Fit/h 0>
B0 [ Bz @) 0[5 (@) 9 (@.0)] 0

-~

53 (z—a’)

= u; (33) e—iEit/h

Which is exactly the time-dependent wavefunction for a particle in the ith energy eigenstate.

Thus we have shown that we can take a state and construct its wavefunction. Suppose instead we
had a wavefunction, and we wanted to construct the state with that particular wavefunction at
some time ¢ = t’. Consider the operator ¥ (x,t,t'), defined as:

Pl (z,t,1) = e—iﬁ(t—t’)/ﬁlﬁf (z,1) G (1=t /R

The s subscript denotes Schrodinger, as we can see that this object does not evolve in time. Thus,
when we apply this to the vacuum, we create states that do not evolve in time, which is what we
want when working in the Heisenberg picture. Let us show that this is time independent:

zhgi}l (z,t,t') = e~ tH(t=t")/n (Q@ET + m@ _ @Z}TFI) i (=t /h
ot ot
— e*il:l(tft/)/h (_HIZ)T + [1; Ai| 1/; ﬁ) EZH (t—t")/h
=0

Where we have applied the Heisenberg equation of motion for @T. Thus we see that 12); is actually
independent of ¢:

ol (. t,1") = 4] (2,)
Now consider the statevector given by the action of this operator on the vacuum
ol (2,1') 0)

We claim that this represents a single particle state localized at x, at time ¢t = /. To see this, we
can project it against the basis vectors:

(x', t|¢T (a: t) |0) = <0 ‘z/; ' t (t*t’)/ﬁw (z,1) eiH(tft’)/h‘ 0>

At time ¢t = ¢/, this is exactly a delta function, 6 (z — «’). What if we look at the time derivative
of this object?

hgt (@, ! (=, t)]0>_zha 019 (2. ) b (. 1) |0)
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(ofin3
< H V%Jrv( )ﬁ}zﬁg(m,t’)
-[-

01z

1/} ' t) Pl (z,1')] 0

0)
S ()] 06 ) 0 ()
= [ v v )] @i )

We see that the state evolves in time according the Schrodinger equation, which is exactly what
we would expect. Now that we have proven that it has the correct time evolution, as well as the
correct localization, we have shown that this state is indeed a single particle state localized at x, at
time t = t'.

Suppose we now want an arbitrary one-particle state |f) with wavefunction f (x) at time ¢t = ¢'. We
can construct this via the delta function state:

) = / Ba f () 0] () |0)

It is straightforward to verify that the wavefunction of |f), (x,t|f) is indeed f (x) at time ¢ = ¢/
and satisfies the Schrodinger wave equation, by following the exact same steps we used in the delta
function case.

Now suppose we looked at (z, ¢|f):
(. 115) = {004 (@, 1) 1)
= 006 Ge.0) [ ot @) 1)
— [ @ 06 @) 9 (@) 0) @21

We see that the second term is the wavefunction at time ¢/, and the other inner product is the
Greens function, known as the propagator:

G (z,2';t,t') = (04 (z,) 9T (z/,1) |0) (11)

The propagator encompasses the time dependence of the state. Suppose we rewrite the propagator
in the energy eigenbasis, using a; and &L. If we did this, we would recover the familiar form of the
non-relativistic propagator:

G (a:, a:’;t,t Zuk e Bk (=) /R
In a certain sense we have not done anything new here, this is a mathematically equivalent way of

doing quantum mechanics, everything we have done could be done by working in the traditional
quantum mechanics formalism.



Hersh Kumar

PHYS624 Notes Page 44

4.1.1 Multi-Particle States

Now let us turn our attention to multi-particle states, starting with 2 particle states. For any 2
particle state |f), the wavefunction can be found by using two 1 operators, rather than just one:

f (1, @a,t) = (O (z1,) P (22,1) | f)

This satisfies the Schrodinger equation:

O (@1, 1) 1) 1) = {00ih 0 (1) 1) 1) -+ {016 (i, 1) it o, ) 1)

h2 N
= o (V3 V) V() + V()] (010 G, 1) 1) 1)
Where we have inserted the equations of motion for both single-particle wavefunctions. We see that
this object satisfies the two particle Schrodinger equation, as we would expect. Also note that the
1) operators commute, and therefore the object is symmetric under interchange of 1 and a2, and

therefore this can only describe bosonic particles. This constraint was introduced by the canonical
commutation relations that we imposed on the fields.

Thus we have shown that given a statevector, we can extract its wavefunction. To do the converse,
where we want to construct a state with wavefunction f (1, x2) at time ¢/, we can generalize the
single particle case, by introducing another 1), and integrating over another set of coordinates:

/d3$1 /dSwa(wl,iL’Q)@ (@1,') O (w2,1) |0)

The generalization to higher particle count states is straightforward. Notice that the 12); operators
commute, so again this will be symmetric in x; and @2, regardless of whether f (a1, x2) is symmetric
under interchange. Suppose we chose an f that does not have symmetry. If we then wrote this
object down and exchanged @ and x2, and then used the fact that the operators commute and we
can switch the order of integration:

/d3m2 /dgml f ($2, wl) 1,21 (QSQ,t/) 1@; (ml,t’) |0> = /d3m1 /d3$2 f (wg.wl) Qﬁi (acl,t') 1,21 (332,15’) ‘0>

So in fact the only part of f that survives is the symmetrized portion:

% [f (z1,22) + [ (22, 71)]

The construction of the state automatically takes into account the statistics of the bosons, since we
imposed the canonical commutation relations. How can we recover Fermi-Dirac statistics? Recall
the two particle wavefunction:

f 1, @a,t) = (O (z1,) P (22,1) | f)

Suppose we required that the 1& operators anticommute, rather than commute. In that case,
we would recover the fermionic antisymmetry of the wavefunction, exchanging x; and x5 would
introduce a minus sign. The issue is whether or not this anticommutation requirement is consistent
with all of the rest of the theory that we have worked through, under the assumption that the
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operators commute. Instead of imposing the canonical commutation relations, let us impose the

canonical anticommutation relations (equal time):

{4 (@), 9 (2, t)} =0
{7 (x,t),7 (m',t)} =0
{0 ( ), 7 (2, 1)} = ihé® (z — 2) (12)
Let us start from the same Lagrangian density (10):
1 0% ¢ P ot t
=it S = SVt vy -V (@) phy
Where 1) is a complex scalar field. Recall that the equation of motion is:
81# n? _,
—V Vv
"ot = Tamy VTV
And we have a conjugate momentum 7 = % = ilwpT, and this gives us the Hamiltonian density:
=mp—L
h2

=5 VUi Vit V(e )l

So far, everything has been classical. Now let us impose our canonical anticommutation relations
(12), and let us make note of the fact that the constant in front the delta function vanishes:

{¢ ()¢ ()} =6 (z — 2)

We will skip many of the derivations that are analogous to the bosonic case'’
imposed anticommutation relations with the Heisenberg equation of motion:

81/} -
o = 1911

. If we combine our

we obtain the same equation of motion that we obtained from the Lagrangian. This is a good start!

Y Exercises left to the homework-doer.
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