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1 Symmetry
We begin the course with a discussion of symmetry. In QM, symmetry plays an important role. We
will discuss several types of symmetry:

• Space rotation symmetry

• Parity

• Time-reversal symmetry

We look for symmetries in order to simplify problems. Space-time has a symmetry as well, relativity,
which we sometimes call a Lorentz symmetry. If we take QM and add the spacetime symmetry
of relativity, we get QFT. We will not consider relativity in this course, we cover non-relativistic
quantum mechanics.

There are also internal symmetries, which is the foundation of the Standard Model, the gauge
symmetries (such as SU(3), U(1), etc).

1.1 Group Theory Basics
In mathematics, the field that discusses symmetry is called group theory, invented in 1830, by (18
year old) Galois. So what is a group? A group is a set of elements with a multiplication. This
operation must satisfy 4 different conditions.

1. Closure: g1 · g2 = g3 ∈ G

2. Associativity: g1 · g2 · g3 = (g1 · g2) · g3 = g1 · (g2 · g3)

3. Existence of an Identity: ∃e such that e · g = g

4. Existence of an Inverse: ∀g,∃g−1 such that g · g−1 = e

There are many classifications of groups. There are finite and infinite groups. Finite groups have a
finite number of elements, and infinite groups have an infinite number of elements. Examples of
finite groups are the symmetry of crystals. Infinite groups can be either discrete (such as integers
under addition), or continuous (rotations). Continuous groups are also known as Lie groups.

We also have Abelian and non-Abelian groups, which are based on whether g1 · g2 = g2 · g1. If
the order of the operation does not matter, then we have an Abelian group, otherwise we have a
non-Abelian group.

1.2 SO(3)
The group that we will be looking at will be the non-Abelian, Lie group SO(3), which describes
spatial rotations.

Suppose we have an experimental apparatus. We will pick some point, and define a coordinate
system with 3 axes, x, y, and z. We can define points via their coordinates, r = (x, y, z), and we
can rotate these points:

r′ = Rr
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Where R is a 3 by 3 real orthogonal matrix:x′

y′

z′

 =

R11 R12
R21

xy
z


Where RRT = I, the definition of an orthogonal matrix. How many rotations can we define using
these matrices? Suppose we have our coordinate axes, and we rotate around the z axis by angle ϕ:x′

y′

z′

 =

cosϕ − sinϕ 0
sinϕ cosϕ 0

0 0 1

xy
z


We also note that the determinants of these rotation matrices are always 1, which we denote as
special, and thus we have SO(3). How do we characterize all of the rotations we have in three
dimensions? We can consider an arbitrary axis n = (θ, ϕ), and specify a rotation amount. We can
create a matrix Rn(α) that characterizes the rotation by α about the axis specified by n. We have
a 3 dimensional space, since we have 3 parameters, α, θ, and ϕ. These create what is known as the
group manifold. Every point in the group manifold corresponds to a specific rotation. Lie noted
that we can use calculus to study the geometry of the group manifold. There is also another way
to write down all rotations. The second method provides a simpler representation of the 3 by 3
matrices for the rotations. This method is known as Euler angles, which we have used in classical
mechanics for the rotation of rigid bodies. The way that these angles work is to represent successive
rotations as matrix multiplications (from the left). We can rotate about the z axis by α, and then
rotate along the new y axis by β, and then rotate along the new z axis by γ:

Rz′(γ)Ry′(β)Rz(α) = R(α, β, γ)

Using this prescription, we can generate arbitrary rotations in 3 dimensions. We know how to write
out Rz(α):

Rz(α) =

cosα − sinα 0
sinα cosα 0

0 0 1


We can come up a relationship for the rotation along the new y′ axis:

Ry′(β) = Rz(α)Ry(β)RT
z (α)

This relation is not easy to intuit, but it is true. From this, we can write down any rotation using
simple matrices that we know:

R(α, β, γ) = Rz(α)Ry(β)Rz(γ)

Note that we already know that matrix multiplication is not commutative, R1R2 ̸= R2R1, which is
why this is a non-Abelian group. To study the non-Abelian character of this group, we will use Lie’s
method. Lie’s method is that in order to understand a finite rotation, we need to study infinitesimal
rotations. Consider the z axis rotation, but by a very small angle α:

Rz (α) =

1 −α 0
α 1 0
0 0 1


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= I − iαGz

Where Gz is defined as

Gz =

0 −i 0
i 0 0
0 0 0


Gz is known as the generator of Rz. Consider a finite rotation. We can think of this as N smaller
rotations:

Rz(α) = R
( α
N

)
. . . R

( α
N

)
=
(
I − i

α

N
Gz

)N

If we let N → ∞, then we have that

Rz(α) = e−iαGz

This is not unique, any rotation can be determined via a generator:

Rn(α) = e−in·Gnα

We are studying the properties of the group manifold near the identity, which means that we
can linearize, and we use the Gns to form a linear vector space. From this, we can describe the
noncommutativity as a property of the linear vector space.

Consider the rotations:

Rx(ϵ)Ry(ϵ) Ry(ϵ)Rx(ϵ)

Since these are noncommutative, the difference will not be zero:

Rx(ϵ)Ry(ϵ) −Ry(ϵ)Rx(ϵ) ̸= 0

It turns out that the difference is equal to another rotation:

Rx(ϵ)Ry(ϵ) −Ry(ϵ)Rx(ϵ) = Rz(ϵ2) − 1

If we do this with generators:

GxGy −GyGx = iGz

Thinking about this in terms of commutators:

[Gx, Gy] = iGz

This additional operation that this gives us is what gives us a Lie algebra. Algebra’s have two
operations, a multiplication and an addition. For example, taking the integers, we have an algebra,
since we can define addition and multiplication that are closed.

Lie’s method says that we can just study the Lie algebra, rather than the group itself, since we can
generate any group element using the generators.
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We have 3 basis vectors in our space, [Gx, Gy, Gz], and we have commutation relations:

[Gi, Gj ] = iϵijkGk i = 1, 2, 3

This is the Lie algebra for SO(3).

A mathematician might ask how many Lie algebras there are. It turns out that we can classify Lie
algebras, but we don’t really need to know about that stuff.

Now let us discuss quantum mechanics. In QM, the first thing we need to realize is that we have a
Hilbert space (a complex vector space), and any quantum state is defined by a ket in that space.
Suppose we have an apparatus that is described by a ket in the Hilbert space, |ψ⟩. A rotation of
the apparatus will be described by a different ket, |ψ′⟩. These are related via a unitary operator U :

|ψ′⟩ = U |ψ⟩

Given R, the real-space rotation matrix, how can we get the unitary rotation? First, we note that
for different physical systems, we must have different unitary matrices. Now we can ask, can we find
all the different possible unitary matrices? The answer is yes, and it turns out to not be that hard.
Every one of these unitary matrices that represents a rotation is denoted a representation. What is
a representation? We have a “faithful” mapping, if we have R = R1 ·R2, then U(R) = U(R1) ·U(R2).
These unitary matrices form the same group as the rotation matrices, SO(3), they are a representation
of the group. What we are interested in are irreducible representations of the group. An irreducible
representation means that we cannot write U(R) in the form:

U(R) =
ï
U1(R) 0

0 U2(R)

ò
We cannot decompose the representation into multiple simpler representation.

Let us try to find all the representations of the Lie group SO(3). To do this, we use Lie’s method,
to look at the group elements near the identity:

R(n̂,∆ϕ) = I − i∆ϕGn̂

Where G are the generators of rotations, and they form a Lie algebra, they are closed under both
multiplication (the commutator) and addition (matrix multiplication). This Lie algebra has a basis:

{Gx, Gy, Gz}

With the commutation relation:

[Gi, Gj ] = iϵijkGk

Using this Lie algebra, we can construct any group element via the generators:

R(n, ϕ) = e−iϕGn

In the Hilbert space, we will have the unitary matrix:

U(R) = e−iϕJn/ℏ
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Where Jn are the generators in Hilbert space:

[Ji, Jj ] = iℏϵijkJk

To find all representations of SO(3) in Hilbert space is to find all possible Ji that satisfy the
commutation relations.

We will do this later, for now let us just look at examples.

Consider a 2D Hilbert space. Can we find a set of 3 matrices that satisfy this commutation relation?
The answer is yes, the Pauli matrices, σx, σy, σz:

Ji = ℏ
2σi

In this case, we can get unitary rotation operators via exponentiation. Consider a rotation along
the n̂ direction by an angle α:

U(n̂, α) = e−iαn̂·J/ℏ

= e−in̂·σα

= cos
(α

2

)
I − iσ · n̂ sin

(α
2

)

We can also use Euler angles, α, β, γ:

U(α, β, γ) = Uz(α)Uy(β)Uz(γ)

These matrices are also known as Wigner D-matrices.

What can we use these rotation matrices for?

Consider a spin along the z direction. In the Hilbert space, this is:

χ(z) =
ï
1
0

ò
What if we rotate this along the y axis by some angle θ, and then rotate along the original z axis by
angle ϕ?

χ(θ, ϕ) = Uz(ϕ)Uy(θ)χ(z)

We know how to write down these matrices:

χ(θ, ϕ) = e−iσzϕe−iσyθ

ï
1
0

ò
=
ñ
cos θ

2e
−iϕ/2

sin θ
2e

iϕ/2

ô
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Let us look at a spin. The magnetic moment can be written as:

µ = −ge
e

2mec
s

= −ge

2 µBσ

If we now place this in a magnetic field:

H = −µ · B

= ge

2 µBσ · B

Where µB = eℏ
2mec (the Bohr magneton).

Let us look at the evolution of the spin at time 0, χ(t = 0). This will evolve according to the time
evolution operator:

χ(t) = e−iHt/ℏχ(t = 0)

Plugging in the Hamiltonian:

χ(t) = e−i( ge
2 µBσ·B)t/ℏχ(0)

We can rewrite this, and have the time evolution operator be written as

U(t) = e−i(B·σ)ωt/2

Where ω = geeB
2mec is the Lamor frequency (classical precession frequency). We look at this and notice

that this is the exact same thing as an SO(3) rotation. The magnetic field is rotating the spin with
the Lamor frequency. We can use this to experimentally measure ge, the gyromagnetic ratio. Dirac
predicted that this was 2, but it turns out to not be exactly 2, due to the effects of QED. Schwinger
was the first to obtain QED corrections to ge:

ge = 2
(

1 + α

2π + . . .
)

Which was confirmed by experiment (very precisely).

Recall that we had the rotation:

χ(θ, ϕ) =
ñ
cos θ

2e
−iϕ/2

sin θ
2e

iϕ/2

ô
Consider a rotation χ(0, 2π). Instead of returning us to our original state, this picks up a negative
sign:

χ(0, 2π) =
ï
−1
0

ò
Only after a rotation of 4π do we go back to the original state. In the 1970’s, this was verified. We
have a beam of neutrons, which have magnetic moments:

µn = gns
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We can split the neutron beam into 2 beams. The first travels through the vacuum, and the other
goes through a magnetic field. We then combine the two beams together, and then measure the
intensity of the beam. This is a variant of the double slit experiment. The change in phase between
the rotated and the non-rotated neutrons is proportional to the magnetic field, ∆ϕ ∝ B

2 . We can
look at the interference pattern, and see if it reflects the factor of 1

2 in the phase difference.

Now let us look at the connection between SU(2) and SO(3). We have an infinite number of
rotations in real space, and an infinite number of rotations in the Hilbert space. It turns out that
there are twice as many rotations in the Hilbert space. Each realspace rotation corresponds to two
rotations in the Hilbert space:

R =

1
1

1

 →
ï
1 0
0 1

ò
and

ï
−1 0
0 −1

ò
Thus the realspace rotations, SO(3), is different from the group of Hilbert space rotations, which is
actually SU(2), the group of two dimensional special unitary matrices. These share the exact same
Lie algebra, and thus when talking about the Lie algebra, we can interchangeably call it the SO(3)
Lie algebra or the SU(2) Lie algebra. We can say that SO(3) is a subgroup of SU(3), or we can say
that SU(2) = SO(3) ⊗ Z2.

Let us now consider the Hilbert space of 3D particles. Suppose we have a coordinate r, and we
represent the state in the Hilbert space as |ψ⟩. We represent the position space wavefunction via
the inner product:

ψ(r) = ⟨r|ψ⟩

Suppose we rotate to a new state |ψ′⟩, via a realspace rotation R. We will relate the new state to
the old state via a unitary matrix:

|ψ′⟩ = U(R) |ψ⟩

We can also think about the change in realspace:

|r′⟩ = U(R) |r⟩
= |Rr⟩

We expect the new wavefunction in the rotated basis to be the same as the old wavefunction in the
old basis:

⟨r′|ψ′⟩ = ⟨r|ψ⟩
ψ′(r′) = ψ(r)

We know that r′ = Rr, or r = R−1r′ :

ψ′(r) = ψ(R−1r)

Let us consider a simple rotation, about the z axis. Suppose we rotate by a small angle ∆ϕ:x′

y′

z′

 =

 1 −∆ϕ 0
∆ϕ 1 0
0 0 1

xy
z


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=

xy
z

+

−∆ϕy
∆ϕx

0


For small rotations:

R−1r = r +

 ∆ϕy
−∆ϕx

0



We can now look at ψ′(r) :

ψ′(r) = ψ

Ñ
r +

 ∆ϕy
−∆ϕx

0

é
= ψ(r) + (−∆ϕy∂x + ∆ϕx∂y)ψ(r)
= (1 − i∆ϕLz/ℏ)ψ(r)

Where Lz is the z generator of rotation:

Lz = −i
Å
x
∂

∂y
− y

∂

∂x

ã
And similarly for Lx and Ly:

L = r × p

Where p = −iℏ∇.

These generators follow the same Lie algebra that we have been looking at:

[Li, Lj ] = iϵijkLk

We see that we have found an infinite dimensional representation for the generators. However, this
is not an irreducible representation, it consists of a sum of irreducible representations.

If we look at spherical coordinates, r = (x, y, z) → (θ, ϕ, r) we can rewrite the generators:

Lz = −iℏ ∂

∂ϕ

When we have a symmetry in a system, there is a conservation law as well. For systems with
rotational symmetry, we have angular momentum conservation. In fact, all conservation laws can
be traced to certain symmetries of the system. This is known as Noether’s theorem.

There are 3 ways in which symmetries can affect QM systems. The first is the degeneracy of energy
levels. The second is spontaneous symmetry breaking. The third way that symmetry manifests are
quantum anomalies. In this course, we will focus on the relationship between conservation laws and
symmetries.



PHYS613 Notes Hersh Kumar
Page 11

Let us discuss how we can determine all possible irreps of U(R), rotations in Hilbert space. One
clue that we have is that we can represent any rotation as:

U(R) = e−iθn̂·J/ℏ

Where the three generators obey the commutation relation:

[Ji, Jj ] = iϵijkℏJk

Looking at 2D, we found that these generators could be represented by the Pauli matrices:

Ji = ℏ
2σi

Let us now introduce the total angular momentum:

J2 = J2
x + J2

y + J2
z

We can (through the commutation relations above) show that:[
J2, Ji

]
= 0

Let us now choose {J2, Jz} as commuting observables, and find the eigenstates, |a, b⟩:

J2 |a, b⟩ = a |a, b⟩
Jz |a, b⟩ = b |a, b⟩

We have two eigenrelations to solve.

Now let us define ladder operators:

J± = Jx ± iJy

Note that [
J2, J±

]
= 0

Now consider:

J2 (J+ |a, b⟩) = J+
(
J2 |a, b⟩

)
= a (J+ |a, b⟩)

We can also look at a similar expression for Jz:

Jz (J+ |a, b⟩)

To work with this, we need to know the commutator of Jz and J+:

[Jz, J+] = ℏJ+
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From this, we know that JzJ+ = J+ (Jz + ℏ). We can insert this into our previous expression:

Jz (J+ |a, b⟩) = J+ (Jz + ℏ) |a, b⟩
= (b+ ℏ) (J+ |a, b⟩)

We see that J+ |a, b⟩ is also an eigenvector of Jz, but with eigenvalue b + ℏ. This we have that
J+ |a, b⟩ is proportional to |a, b+ ℏ⟩.

Now let us look at the constraints on a and b. First, let us look at

J2 − J2
z = J2

x + J2
y

Since a squared operator must have positive eigenvalues, if we look at the matrix element:

⟨a, b|J2 − J2
z |a, b⟩

This must be greater than 0, and if we apply the operators to the right ket, we find that a ≥ b2, in
order for this matrix element to always be greater than 0.

This constraint tells us that there must be a bmax, we cannot just keep applying J+ to states and
increasing b:

J+ |a, bmax⟩ = 0

Similarly, we can also consider J− |a, b⟩, and we see that this maps us to a state proportional to
|a, b− ℏ⟩. We are also constrained on how far down we can go:

J− |a, bmin⟩ = 0

Suppose we apply J− to the bmax state:

(J−)n |a, bmax⟩ ∝ |a, bmax − nℏ⟩

At some point, we must be able to hit the minimum, and so after n applications, we hit bmin:

bmax − nℏ = bmin

Rewriting this:

bmax − bmin = nℏ

Where n ∈ Z.

Recall that

J2 − J2
z = J2

x + J2
y

= J∓J± ± ℏJz

Let us now look at the matrix element:

⟨a, bmax|
(
J2 − J2

z

)
|a, bmax⟩ = ⟨a, bmax|J−J+ + ℏJz|abmax⟩

= ℏbmax
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Now recall that this left side must be a− b2
max, and thus we have that

a = bmax (bmax + ℏ)

Using the other set of signs, we have that a = bmin (bmin − ℏ). From these, we find that bmax = −bmin.
Thus, we have that bmax =

(
n
2
)
ℏ.

Now let us redefine a and b:

a = ℏ2j (j + 1)
bmax = jℏ
bmin = −jℏ

Where j = 0, 1
2 , 1,

3
2 , . . . . We can write out the states as:

J2 |j,m⟩ = ℏ2j (j + 1) |j,m⟩
Jz |j,m⟩ = ℏm |j,m⟩

Where m = j, j−1, . . . ,−j, and b = mℏ. This provides us all possible irreps of the SO(3) generators.
Let us try to write out the matrices for the case where j = 117

2 . We know that m can take on the
values m = 117

2 , 115
2 , . . . ,−117

2 . We can write Jz by placing the values of m along the diagonal, and
having zeros everywhere else. Now let us consider the action of the ladder operators:

J± |j,m⟩ = c± |j,m± 1⟩

If we can work out J±, then we can work out Jx and Jy. Let us now note that J†
+ = J−, and vice

versa. Now looking at the matrix element:

⟨j,m|J∓J±|j,m⟩ =| c±
jm |2 ⟨j,m± 1|j,m± 1⟩

From this, we find that

c± = ℏ
»

(j ∓m) (j ±m+ 1)

This will provide us with a matrix for J±, from which we can determine Jx and Jy.

Let us start with some simple cases. If j = 0, then

Jx = Jy = Jz = 0

Under the rotation, the wavefunction doesn’t change, ψ → ψ. Consider the ground state of an
oxygen-16 atom. This has 8 electrons, with total angular momentum equal to 0, the entire atom
has spin 0. The wavefunction does not change under the rotation.

Now what about j = 1
2 . We have two basis states:

|12 ,
1
2⟩ |12 ,−

1
2⟩

In this case, we have the Pauli matrices, Jz = ℏ
2σz. We can also look at the ladder relations:

J+ |12 ,
1
2⟩ = 0
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J+ |12 ,−
1
2⟩ = ℏ |12 ,

1
2⟩

We can find that

J+ = ℏ
ï
0 1
0 0

ò
J− = ℏ

ï
0 0
1 0

ò
From this, we can construct:

Jx = ℏ
2σx Jy = ℏ

2σy

Now we can generate any Hilbert space rotation:

U(R) = e−iθn̂·J/ℏ

Now what about j = 1. This is a 3 dimensional representation. We have the basis:

|1, 1⟩ |1, 0⟩ |1,−1⟩

For simplicity, we will call these states |1⟩ , |0⟩ , and |−1⟩ respectively. We can then write out Jz:

Jz = ℏ

1 0 0
0 0 0
0 0 1


We can write out the J+ matrix:

J+ = ℏ
√

2

0 1 0
0 0 1
0 0 0


And similarly:

J− = ℏ
√

2

0 0 0
1 0 0
0 1 0


We can work out Jx and Jy:

Jx = 1
2 (J+ + J−)

= ℏ√
2

0 1 0
1 0 1
0 1 0


Jy = 1

2i (J+ − J−)

= − iℏ√
2

 0 1 0
−1 0 1
0 −1 0


Note that this is the only set of matrices that obey these commutation relations. Any other set of
matrices must be related to these.
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Now how do we construct the unitary matrices in arbitrary dimensions? What we want to do is
compute ⟨j,m′|U(α, β, γ)|j,m⟩. This is the matrix element of a 2j + 1 dimensional matrix. We
denote this as the Wigner matrix:

D(j)
m′m (α, β, γ) = ⟨j,m′|U(α, β, γ)|j,m⟩

We can use the Euler angle decomposition:

U(R) = e−iαJz/ℏe−iβJy/ℏe−iγJz/ℏ

D(j)
m′m (α, β, γ) = ⟨j,m′|U(α, β, γ)|j,m⟩

= e−i(m′α+γm) ⟨j,m′|e−iJyβ/ℏ|j,m⟩

= e−i(m′α+γm)d
(j)
m′m (β)

Schwinger was the first to find a closed form for these matrix elements.

Recall that we discussed a single particle moving in 3 dimensions. We have some ψ(r) = ⟨r|ψ⟩. We
have an infinite dimensional representation of SO(3):

L = r × p

The unitary matrices that perform the rotation will be of the form:

U(n) = e−in·L/ℏ

We can look at this through spherical coordinates, |r⟩ = |r, θ, ϕ⟩. When we do rotations, we only
affect the θ and ϕ portions of the wavefunction. It turns out that the rotations can be described
using spherical harmonics:

⟨θ, ϕ|l,m⟩ = Yl,m(θ, ϕ)

Where l must be an integer, not half-integers.

There are some special cases in which the Wigner D matrix is more easily solvable. Suppose that
we have some ket in the z direction, and we want to rotate it to an arbitrary direction. We apply a
rotation matrix to the ket:

|r⟩ = U(R) |ẑ⟩

We can write this out as a set of Euler angle rotations, starting with a rotation by ϕ:

U(α = ϕ, β = θ, γ = 0)

Now let us look at

⟨l,m′|r⟩ =
∑
m

⟨l,m′|U |l,m⟩ ⟨l,m|ẑ⟩

Where we have inserted unity. Now noting that

⟨r|l,m⟩ = Yl,m (θ, ϕ)
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We see that we have just computed the conjugate of the spherical harmonics:

Y ∗
l,m′ (θ, ϕ) =

∑
m

D(l)
m,m′ (0, θ, ϕ)Y ∗

l,m (ẑ)

It turns out that Y ∗
l,m (ẑ) = δm,0

»
2l+1
4π . Because of this, the sum over m can be replaced:

Y ∗
l,m′ (θ, ϕ) = D(l)

m′,0 (ϕ, θ, 0)
…

2l + 1
4π

From this, we can solve for D:

D(l)
m′,0 =

…
4π

2l + 1Y
∗

l,m′ (θ, ϕ)

Also note that when we have spherical harmonics where m = 0, we have that associated Legendre
polynomials.

1.3 Applications
Consider a particle in a central potential V (r). This has the Hamiltonian:

Ĥ = p2

2m + V (r)

Classically, this system is spherically symmetric. Translating this to QM, this means that our
Hamiltonian is invariant under rotations:

U †(R)ĤU(R) = Ĥ

This is invariance, or symmetry. We know that all rotations in Hilbert space are generated by the
angular momentum:

U(R) = e−iJ ·n/ℏ

If we insert this into the previous expression, and then Taylor expand for small rotations, we find
that the Hamiltonian commutes with the generators of rotations:

[H,J ] = 0

If the system is symmetric under rotation, then the Hamiltonian commutes with the generator of
rotations.

Recall the time evolution of operators:

dJ

dt
= [H,J ]

= 0

This relates our symmetry to a conservation law, the operators do not change over time.

What does the Hamiltonian commuting with J mean?
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The Hamiltonian commutes with every single generator, which means that when we are trying to
solve the Schrodinger equation, we can find a set of commuting observables. There are an infinite
set of choices, but there are standard choices. For example, we have the set {H,J2, Jz}, of which
all 3 operators commute with each other.

Let us try to find the common eigenstates of these three. We assume we have spinless particles, so
we are discussing orbital angular momentum, so we have

H |n, l,m⟩ = En,l |n, l,m⟩

Because of the symmetry of our system, we have more explicitly written out our |ψ⟩, this is the
gain of discussing symmetries in our system. We can obtain a coordinate space representation:

ψn,l,m(r) = ⟨r|n, l,m⟩

And we can write out the Schrodinger equation:ï
p2

2m + V (r)
ò
ψn,l,m (r) = En,lψn,l,m (r)

Now consider spherical coordinates:

p2

2m = − ℏ2

2mr2
d

dr

Å
r2 d

dr

ã
+ L2

2mr

Note that we know that L2 commutes with Lx, Ly, and Lz. This is known as a Casimir operator,
an operator that commutes with all the generators of a group.

From this, we can write down ψ, separating it into a radial part and a spherical part:

ψnlm (r) = Rnl (r)Ylm (θ, ϕ)

Now looking at the radial part:ï
− ℏ2

2mr2
d

dr

Å
r
d

dr

ã
+ l (l + 1) ℏ2

2mr2 + V (r)
ò
Rnl (r) = Enlψnl

Since the energy does not depend on m, we have a degeneracy in our spectrum. Since m takes
values from −l to +l, we have 2l + 1 degeneracy. Symmetry leads to degeneracy in our spectrum.

Let us find the radial part. We rewrite this using U(r), a scaled version of the radial part:

U(r) = R(r)
r

Which makes the radial equation:

− ℏ2

2m
d2Unl(r)
dr2 + Veff(r)Unl(r) = EnlUnl(r)

And we have redefined the potential to be the effective potential:

Veff (r) = V (r) + l (l + 1) ℏ2

2mr2
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We can think of this added force as the effect of the angular inertia pushing an orbiting particle
away from the center.

Note that this potential restricts the value of r, to 0 < r < ∞. Note that this also imposes the
condition that Unl(r) → 0 as r → 0.

Let us assume that the potential, as r → 0, is not as divergent as 1
r2 . If we assume this, then the

inertia term dominates. In this case, as r → 0, Unl(r) → rl+1.

Now let us consider the case where r → ∞, and we make the assumption that Veff(r → ∞) = 0. In
this case, we have the classic harmonic oscillator equation:

U ∼ e−κr

Where κ =
»

2m|E|
ℏ2 .

Let us now look at the relationship between symmetry and degeneracy. Symmetry leads to
conservation laws, and in quantum mechanics, will lead to degeneracies. If a system is invariant
under SO(3) symmetries, then the Hamiltonian will depend on the Casimir operator, L2. This
means that the energy can only be a function of l, since l is the eigenvalue of the L2 operator. This
means that we will have a degeneracy of 2l + 1, we cannot escape this.

Now let us look at some examples.

Consider a 3D finite well. We have a potential, V (r), and some well of height −V0. In the l = 0
case, we have an eigenvalue equation. Note that in 3D, the potential well has to be larger than a
certain amount to have a bound state:

V0 ≥ π2ℏ2

8mR2

Let us look at another example.

Consider a 3D harmonic oscillator:

V (r) = 1
2mω

2r2

If we solve this, we have the energy spectrum:

En = ℏω
Å
n+ 3

2

ã
n = 0, 1, 2, . . .

For even n, we have that l = 0, 2, 4, . . . , n. For odd n, we have that l = 1, 3, 5, . . . , n.

In this case, we actually have more degeneracy than we expected, we have a degeneracy of

(n+ 1) (n+ 2)
2

This means that we have another symmetry, other than just the rotational symmetry. What is the
symmetry? The simplest way to solve the 3D harmonic oscillator is to split the Hamiltonian:

H = Hx (x) +Hy (y) +Hz (z)
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We can introduce creation and annhilation operators for each of the directions:

H = ℏω
Å
a†

xax + a†
yay + a†

zaz + 3
2

ã
= ℏω

Å
a†a + 3

2

ã
This Hamiltonian has SU(3) symmetry. Let us imagine that ax, ay, and az span a 3 dimensional
space. We can rotate in this space via 3 by 3 unitary matrices, and we get another set of creation
and annhilation operators.

It turns out that if we limit these rotation matrices to be real and orthogonal, we get SO(3), SU(3)
contains SO(3) as a subgroup. This provides more degeneracies than just SO(3).

Let us look at a third example, the Hydrogen atom.

The potential for the Hydrogen atom is given by

V (r) = e2

r
z

After inserting this into the 1D Schrodinger equation, the spectrum is given by :

En = − α

2n2
(
mec

2) n = 1, 2, . . .

Where α = 1
137 , and mec

2 = 0.505 MeV, the rest mass of the electron.

For a given n, l takes the values of 0, 1, 2, . . . n − 1, and ml = −l, . . . , l. The degeneracy of the
hydrogen atom is n2. This is not 2l + 1, so there must be another symmetry in the Hydrogen atom.

The symmetry is SO(4), the 4 dimensional rotation group. It takes 6 independent parameters to
specify a rotation in 4 dimensions, so we have 6 generators for the rotations. 3 of the generators are
the L operators. The other 3 are in M = (Mx,My,Mz), known as the Laplace-Runge-Lenz vector.

Consider the Sun and the Earth. We know that the potential between them goes as 1
r . Central

potentials always have orbits that precess. However, this is not true for 1 central potential, specifically
the 1

r potential, which is why the orbit of the Earth does not precess. To be more specific, the
semi-major axis of the orbit is constant. However, this is sort of a lie, since there is the effect of
the moon, as well as GR. This breaks the symmetry, but this is still good, because we can look at
symmetry breaking in terms of perturbation theory, as we will see later.

Let us consider a fourth example. Consider an atomic nucleus, made up of protons and neutrons,
which have almost the same mass, the proton has mass 938.5 MeV, and the neutron has mass 940.3
MeV. Why do these two particles have almost the exact same mass? Heisenberg was the first to
think about this. If we consider a 2D vector space, with a neutron wavefunction and a proton
wavefunction (isospin), this has symmetry under SU(2) rotations. The Hamiltonian must be in
terms of the Casimir operator for the isospin generators. The isospin symmetry is the first example
of an internal symmetry.

In the 1950’s, people discovered the brothers and sisters of the proton and neutron, with a total
of 8 particles, with almost the same masses. This gives us more degeneracies, which indicates we
have more symmetries, which turns out to be SU(3). Gell-Mann worked out why it was SU(3)
symmetry, and his solution was the 3 quarks, up, down, and strange. He initially posited these as
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mathematical constructs, not necessarily physical objects. In 1991, the Nobel prize was awarded for
the discovery of the quarks, done at SLAC, via deep inelastic scattering.

This is why we start with the idea of looking for symmetries, and discussing how they simplify our
systems.

1.4 Many Body Systems
Consider a system of two spins. Each of the spins has a Hilbert space, which in the case of spin 1

2
particles, is 2 dimensional. The combined Hilbert space is a product of the two spaces, and we end
up with a 4D Hilbert space. If we added on another spin, we would have a resulting 8 dimensional
Hilbert space, the dimensions multiply to obtain the resulting space.

How do we multiply Hilbert spaces? Let us say that we have two Hilbert spaces, H1 and H2.
Each has its own representation in a basis, with H1 having the representation |j1,m1⟩, where
m1 = j1, j1 − 1, · · · − j1, and thus has resulting dimension 2j + 1. Likewise, we have a basis |j2,m2⟩
for H2, with dimension 2j2 + 1. The combined Hilbert space will have dimension (2j1 + 1) (2j2 + 1),
and we want to find out how we can do calculations in this combined Hilbert space.

First, how do we get the basis vectors for the combined Hilbert space? We define them to be the
“product” of the two bases:

|j1,m1⟩ |j2,m2⟩

To simplify the notation, we can place them in the same ket:

|j1,m1, j2,m2⟩

Since j1 and j2 are fixed, we can further simplify this down to

|m1,m2⟩

with m1 = j1, j1 − 1, . . . ,−j1and m2 = j2, j2 − 1, . . . ,−j2. The total number of basis vectors is
(2j1 + 1) (2j2 + 1).

What about operators? We will have operators in the first space, such as O1, and operators in the
other space, such as O2. When we do the multiplication of the spaces, we just place them next to
each other:

O1O2

Each operator only acts on the original Hilbert space that it is defined in, so an operation in just
H1 is written as

O1I

And similarly for an operation acting only in H2:

IO2

What about the operator O1 + O2? This is implicitly:

O1 + O2 = O1I + IO2
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Now how do the operations work? Suppose we have

O1O2 |1⟩ |2⟩

The operations are independent, they only act on their own space:

O1O2 |1⟩ |2⟩ = O1 |1⟩ O2 |2⟩

Now consider σ1 · σ2. We have a dot product, since they are vectors:

σ1 · σ2 |1⟩ |2⟩ = (σx
1σ

x
2 + σy

1σ
y
2 + σz

1σ
z
2) |1⟩ |2⟩

Are we allowed to switch the spaces around? We aren’t allowed to switch the ordering of the spaces
midway through, but the choice of which one is space 1 and which is space 2 is arbitrary at the
start of the computation.

Let us return to the 2 spin case. When we multiply our spaces, we are multiplying two spaces that
rotate via SO(3) transformations. How does the product space transform under SO(3) rotations?

Consider two spin operators, one from each subsystem, and we add them to generate a total spin
operator:

S = S1 + S2

= S1I + IS2

This is how we define the addition of operators from different spaces.

It turns out that the total angular momentum operator S obeys the regular angular momentum
commutation relations:

[Si, Sj ] = iϵijkℏSk

For notational simplicity, let us denote the basis states of each subspace as |+⟩ and |−⟩, which
provides us with the 4 basis vectors of the total space:

|++⟩ |+−⟩ |−+⟩ |−−⟩

Let us first construct the state

1√
2

[|+−⟩ − |−+⟩]

Now looking at the Sz operator:

Sz = S1z + S2z

We see that this state has 0 net spin in the z direction. We can also compute S2 in this state:

S2 = S2
1 + S2

2 + 2S1 · S2
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Applying this to the state:

S2 1√
2

[|+−⟩ − |−+⟩] = ℏ2 1
2

Å
1 + 1

2

ã
− ℏ2 1

2

Å
1 + 1

2

ã
+ 0

= 0

Where the last term corresponds to the 2S1 · S2, which we write out the operator in terms of the
S± operators, in both spaces.

We can also define other states:

|S = 1, Sz = 1⟩ = |++⟩
|S = 1, Sz = −1⟩ = |−−⟩

|S = 1, Sz = 0⟩ = 1√
2

(|+−⟩ + |−+⟩)

This is the set of triplet states, and the first state is the singlet state, |S = 0, Sz = 0⟩. We see that
the space is actually a 1 dimensional subspace added to a 3 dimensional subspace, which is why we
have 3 + 1 = 4 dimensions. Our SO(3) representation is not irreducible, it can be represented as a
set of block diagonal matrices, with one block being a 1 dimensional matrix, and the other block
being a 3 by 3 matrix. Note that this is not the same as the j = 3

2 irrep of SO(3), since it is not
irreducible.

Now let us consider a more general system. Consider two Hilbert spaces. H1 has angular-momentum
vector J1, and is of dimension 2j1 + 1. H2 has angular momentum vector J2, and is of dimension
2j2 + 1. We can put these two spaces together, and we have the basis vectors:

|j1,m1⟩ |j2,m2⟩ → |m1,m2⟩

And the product Hilbert space is of dimension (2j1 + 1) (2j2 + 1).

We have similar operators as before:

J = J1 + J2

And they obey the same commutation relations:

[Ji, Jj ] = iϵijkℏJk

We want to find the common eigenstates of J2 and Jz in the product Hilbert space.

We have that Jz = J1z + J2z, and we can apply this against a basis vector:

Jz |m1,m2⟩ = ℏm1 |m1,m2⟩ + ℏm2 |m1,m2⟩
= ℏ (m1 +m2) |m1,m2⟩

We see that the joint basis is already an eigenstate of the Jz operator.

Now let us find the eigenstates of J2. We can represent each basis vector in terms of a point in a 2D
space, with axes given by m1 and m2. This provides a rectangular lattice, with height 2j1 + 1 and
width 2j2 + 1. Each of these states is already an eigenstate of Jz, and has eigenvalue m = m1 +m2.
The largest m that we can get is m = j1 + j2, given by the point with the largest m1 and m2.
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We can create “bands” of states in the 2D space that have the same Jz eigenvalue, ranging from
m = j1 + j2 down to m = −j1 − j2. Let us start with the maximum case, m = j1 + j2, which is
given by the state

|j1, j1, j2, j2⟩

We claim that this is also an eigenstate of J2, with eigenvalue j (j + 1) ℏ, where j = j1 + j2.

Let us apply J2 :

J2 |j1, j1, j2, j2⟩ =
(
J2

1 + J2
2 + 2J1 · J2

)
|j1, j2⟩

=
[
ℏ2j1 (j1 + 1) + ℏ2j2 (j2 + 1) + 2

(
Jz

1J
z
2 + J+

1 J
−
2 + J−

1 J
+
2
)]

|j1, j2⟩

= ℏ2
Ä
(j1 + j2)2 + (j1 + j2)

ä
|j1, j2⟩

= ℏ2 (j1 + j2) (j1 + j2 + 1) |j1, j2⟩

Where we have rewritten |j1, j1, j2, j2⟩ as |j1, j2⟩, representing |m1,m2⟩, and we remove the ladder
operator terms using the fact that j1 and j2 are the maximum values of m. From this result, we see
that j = j1 + j2.

Thus we have that

|j1, j2⟩ = |j1 + j2, j1 + j2⟩

Where the first ket is |m1,m2⟩, and the second ket is |j,m⟩.

From this, we can easily find all other states with the same j by applying the lowering operator:

J− |j1 + j2, j1 + j2⟩ ∼ |j1 + j2, j1 + j2 − 1⟩

We already know the raising and lowering relations:

J± |j,m⟩ =
»

(j ∓m) (j ±m+ 1) |j,m± 1⟩

So we can apply these to find that

J− |j1 + j2, j1 + j2⟩ =
»

2 (j1 + j2) |j1 + j2, j1 + j2 − 1⟩

Flipping this statement, we have that:

|j1 + j2, j1 + j2 − 1⟩ = 1√
2 (j1 + j2)

J− |j1 + j2, j1 + j2⟩

Writing this out as an operation on |m1,m2⟩:

= 1√
2 (j1 + j2)

(
J−

1 + J−
2
)

|j1, j2⟩

=
 

j1
j1 + j2

|j1 − 1, j2⟩ +
 

j2
j1 + j2

|j1, j2 − 1⟩

We can construct an orthogonal state by switching the two kets and changing the sign:

|x⟩ =
 

j2
j1 + j2

|j1 − 1, j2⟩ −
 

j1
j1 + j2

|j1, j2 − 1⟩
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This turns out to be exactly equal to the state

|j = j1 + j2 − 1,m = j1 + j2 − 1⟩

The way to prove this is to apply J2, and show that it is an eigenstate. We will not prove this. From
here, we can apply another J−, and we will see that we have a linear combination of two states,
along with an independent state, and they will correspond to j = j1 + j2 − 2, and m = j1 + j2 − 2.
We can continue to do this, and we will find every single state in our space.

When we continue this algorithm, we have the states given by

|j,m⟩ j = j1 + j2, j1 + j2 − 1, . . . , |j1 − j2|

With m = −j,−j + 1, . . . , j. We see that the total angular momentum works the same way that
the single spin angular momenta worked.

From this, we have that the spin systems, when coupled, will have dimensionality given by:

j1 ⊗ j2 = j1 + j2 ⊕ j1 + j2 − 1 ⊕ · · · ⊕ |j1 − j2|

In the case of two spins, this gets us the 2×2 = 3+1. This gives us a trick to find new representations,
by multiplying together the 2 dimensional representations:

2 × 3 = 4 + 2
3 × 3 = 5 + 3 + 1

Essentially, when we multiply two Hilbert spaces, we have the |m1,m2⟩ basis, and we have that
summed basis, |j,m⟩, where j = j1 + j2, . . . |j1 − j2|. The unitary matrix that transforms between
the two is given by the Clebsch Gordan coefficients, or the Wigner 3j symbol:

|j,m⟩ =
∑

m1,m2

U(j,m,m2,m3) |m1,m2⟩

Where U(j,m,m1,m2) = ⟨m1,m2|j,m⟩.

We can also transform back:

|m1,m2⟩ =
∑
j,m

⟨j,m|m1,m2⟩ |j,m⟩

Note that these are unitary:∑
m1,m2

⟨j,m|m1,m2⟩ ⟨m1,m2|j′,m′⟩ = δj,j′δm,m′

∑
j,m

⟨m1,m2|j,m⟩ ⟨j,m|m′
1,m

′
2⟩ = δm1,m′

1
δm2,m′

2

Suppose we have two spaces, and the angular-momentum operators in each space obey the usual
commutation relations. The product space has the operator

J = J1 + J2
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We can look at the Clebsch Gordan coefficients:

|jm⟩ =
∑

m1,m2

⟨m1m2|jm⟩ |m1m2⟩

Let us do an example. Consider a Hydrogen atom. The electron can have angular-momentum
l = 0, 1, 2, . . .∞, and the spin is s = 1

2 . The total angular momentum is then j = l + s. If l = 0,
then j = 1

2 . If j ̸= 0, then j = l ± 1
2 .

Now let us look at the energy levels of the Hydrogen atom. The ground state, n = 1, corresponds
to l = 0, and thus j = 1

2 . Using spectroscopic notation, labelling states using n, L, and j, we have
that the ground state is 1, S, 1

2 . If we go to the n = 2 state, we have that l = 0 or l = 1. If l = 0,
then we are in the 2, S, 1

2 state. When l = 1, we have that j = 3
2 or j = 1

2 . Therefore the state is
2, P, 3

2 or 2, P, 1
2 .

Let us look more closely at the n = 2 case. If l = 1, then we can have 3 possible values for ml, ±, 0.
We can also have up spin or down spin, ms = ±1

2 . Thus when we combine these:

|l = 1,ml = ±1, 0⟩ ⊗ |s = 1
2 ,ms = ±1

2⟩ = |ml,ms⟩

This is a 3 × 2 = 6 dimensional space, and we can represent this in terms of a 4 + 2 representation.
If we want to find the relationship between the two bases, we can relate |j,m⟩ to |ml,ms⟩, via the
Clebsch Gordan coefficients:

|j = l + 1
2 ,m⟩ =

 
l +m+ 1

2
2l + 1 |ml = ml − 1

2 ,ms = 1
2⟩︸ ︷︷ ︸

Y
l.ml− 1

2
(θ,ϕ)

Ñ
1
0

é +

 
l −m+ 1

2
2l + 1 |ml = ml + 1

2 ,ms = −1
2⟩

Thus we have that

Ψj= 3
2 ,l=1,m =

Ñ√
l+m+ 1

2
2l+1 Yl,ml− 1

2
(θ, ϕ)√

l−m+ 1
2

2l+1 Yl,ml+ 1
2
(θ, ϕ)

é
Consider a Hamiltonian:

H = H0︸︷︷︸
p2
2m

+V (r)

+VSO

Where VSO is the spin orbital term:

VSO = V (r)s · l

In order to compute the matrix elements of this, it is easier to do so in the states |j,m⟩:

⟨j,m|s · l|j,m⟩ = 1
2 ⟨j,m| (s + l)2 − s2 − l2|j,m⟩

= ℏ2

2

Å
j (j + 1) − l (l + 1) − 1

2

Å1
2 + 1

ãã
Where we have noted that (s + l)2 is just the total angular momentum squared.
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1.5 Tensor Operators
So far, we have discussed how rotations in real space correspond to rotations of the wavefunction in
Hilbert space. The natural question arises, how do we rotate operators in Hilbert space? It turns
out that there is a bunch of math that goes into this, we will do simple cases, and then generalize
that using tensor operators.

Let us start with something that we know. Consider a system that is rotationally symmetric. In
this case, the Hamiltonian, an operator in Hilbert space, is rotationally invariant:

UHU † = H

The Hamiltonian is a scalar under rotation. Note that all atomic nuclei, with no external fields, are
invariant under rotation. This is because the space that we live in places equal weight on each of
the 3 directions, there is no difference between the x, y, and z axes.

However, we have operators that are not invariant under rotation, such as the position operators.

How do we transform the position operator in Hilbert space? This is key when defining tensor
operators. When we consider the rotation of vectors, we generate a new vector via the application
of a rotation matrix:

r′ = Rr

where R ∈ SO(3).

When we consider the Hilbert space rotation:

|ψ′⟩ = U(R) |ψ⟩

We expect that if we compute ⟨ψ′|r|ψ′⟩, the expectation value of the position in the rotated state,
this should be equal to the expectation value of the rotated vector in the original state:

⟨ψ′|r|ψ′⟩ = ⟨ψ|Rr|ψ⟩

What does this tell us? We know that |ψ′⟩ = U(R) |ψ⟩, so we can replace the left side of the
expression:

⟨ψ|U †rU |ψ⟩ = ⟨ψ|Rr|ψ⟩

From this, we know that, since this should apply for any |ψ⟩, we have that

U †rU = Rr

The left side denotes that r is an operator, and it transforms like an operator, and the right side
states that r is a vector, and it transforms like a vector. In order for our formalism to be solid, we
need these both to match.

If this is true, it must also be true for infinitesimal transformations:

U = 1 − iθ · L/ℏ

with its associated realspace rotation matrix:

R = 1 − iG · θ
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We can insert these two rotations into our expression:

(1 − iθ · L/ℏ) r (1 − iθ · L/ℏ) = (1 − iG · θ) r

If we go through all of this, we will find that

[r̂i, Lj ] = iℏϵijkrk

Let us make a concrete definition.

If we have 3 vectors V1, V2, and V3, and they obey the commutation relations:

[Vi, Jj ] = iϵijkℏVk

Then Vi is a vector operator in Hilbert space.

As a consequence, we have that

UV U † = RV

There are many things that obey this commutation relation, such as position, momentum, angular
momentum, the Pauli σ vector, etc.

Let us now try to generalize this, to tensor operators.

Suppose instead of 3 operators, we have 9 operators:

T i,j

Where i = 1, 2, 3 and j = 1, 2, 3. Suppose that the spatial rotation applies to T ij as it did for the
vector operators:

UT ijU † =
∑
i′,j′

Rii′
Rjj′

T i′j′

If this is true, then T ij is known as a second order tensor operator. We can generalize this to an
operator with en components:

T i1,i2,...,in

Where each index goes from 1 to 3. If we apply a rotation, and it transforms as follows:

UT i1,i2,...,inU † =
∑

i′
1,...i′

n

Ri1i′
1 . . . Rini′

nT i1,i2,...,in

Then T is an nth order tensor operator in Cartesian coordinates.

Let us look at an example. The quadropole moment of a system is represented as a second order
tensor. Systems can also have the octopole moment, which is a 3rd order tensor.

Let us consider a second order tensor operator, T ij . What if we look at:

T 11 + T 22 + T 33
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This sum does not change under rotation:

U
(
T 11 + T 22 + T 33)U † =

(
T 11 + T 22 + T 33)

This is also written in Einstein notation as T ii, which gives a 1 dimensional representation.

Now consider:

V i = ϵijkT jk

This transforms like a vector, and this is the only vector operator that we can get out of this tensor.
This is a 3 dimensional representation.

Now consider:

W ij = T ij + T ji − 2
3δ

ijT kk

When we do this, we find that W kk = 0. If we look at the vector operator representation of W ij

, we see that it is also 0, therefore W only has 5 independent components, and we have our 5
dimensional representation. As we can see, 3 × 3 = 1 + 3 + 5 = 9. Thus we see that our definition of
tensors are reducible, which is not what we want. We want an irreducible representation of tensor
operators. An irreducible tensor of order k will have 2k + 1 components

UT kqU † =
∑
q′

D(k)
qq′ (R)T (k)q′

Where q = −k,−k + 1, . . . , k, and D is the Wigner D matrix. This is a spherical tensor operator of
order k.

We see that the operators that make up the tensor are shuffled around by the Wigner D matrix.

We seem to be able to form the vector 

T
(k)
k

T
(k)
k−1
T

(k)
k−2
...

T
(k)
−k


and we have a rotation that acts on this vector of operators, to form the rotated T

(k)
q . Thus, T (k)

q

forms a 2k + 1 dimensional representation of SO(3).

Now let us look at some examples of tensor operators. The simplest is the scalar, an operator that
doesn’t transform under rotation. These correspond to k = 0, q = 0.

We can then go to k = 1. In this case, q = ±1, 0, so we have 3 operators. Recall that we defined
a vector operator, that had 3 operators, which rotate under a spatial rotation, and obey certain
commutation relations with the components of J . Note that these are defined in the Cartesian
basis. What is the relationship between vector operators and the rank 1 spherical tensor operator?
It turns out that they are given as

T
(1)
0 = V z
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T
(1)
±1 = ∓ 1√

2
(V x ± iV y)

This can be thought of as a general form of the relationship between spherical harmonics Y 1
m(θ, ϕ)

and x, y, and z.

1.5.1 Product of Tensor Operators

Now let us consider the product of tensor operators. Consider two tensor operators X(k1)
q1 and

Y
(k2)

q2 , with 2k1 + 1 and 2k2 + 1 operators respectively. To get the new tensor operator, we will use
Clebsch-Gordan coefficients:

Z(k)
q =

∑
X(k1)

q1 Y (k2)
q2 ⟨k1q1k2q2|kq⟩

Note that the Clebsch-Gordan coefficients will vanish unless we have the relationship that |k1 −k2| <
k < k1 + k2. We are essentially treating the operators as if they are a basis in Hilbert space, we are
treating them the way that we treated the addition of representations.

Suppose we look at the coupling between two rank 1 tensors. We can expect either a rank 0, rank 1,
or rank 2 tensor operator as a result. Let us construct the rank 0, scalar operator:

Z0 =
∑
q1,q2

X(1)
q1 Y

(1)
q2 ⟨0, 0|1, q1, 1, q2⟩

Note that we can flip the inner product because Clebsch-Gordan coefficients are all real.

Now looking at the Clebsch-Gordan coefficients, we know that q1 + q2 = 0 for the nonvanishing
coefficients. Thus we have that q1 = −q2, and q1 can only take 3 values, ±1 and 0:

Z(0) = 1√
3
X

(1)
+1Y

(1)
−1 + 1√

3
X

(1)
−1Y

(1)
+1 − 1√

3
X

(1)
0 Y

(1)
0

Where the coefficients are obtained from the Clebsch-Gordan table.

Why are we doing this? We know another way to get a scalar out of two vectors, the dot product.
It turns out that if we convert the operators to Cartesian, Z(0)

0 is just the dot product of the two
vectors.

Now consider the rank 2 result:

Z
(2)
q=±2 = X

(1)
±1Y

(1)
±1

Z
(2)
q=±1 = 1√

2

Ä
X

(1)
±1Y

(1)
0 +X

(1)
0 Y

(1)
±1
ä

Z
(2)
q=0 = 1√

6

Ä
X

(1)
+1Y

(1)
−1 +X

(1)
−1Y

(1)
+1
ä

+
…

2
3X

(1)
0 Y

(1)
0

Now let’s do another check. If we let these two operators be just some position vectors, r and r′,
then Z

(2)
m ∼ Y 2

m.

Now let’s see why the past 3 weeks of lectures have been useful, and how we can use symmetries
and tensor operators to simplify our computations.
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1.5.2 Wigner-Eckart Theorem

In quantum mechanics, at the end of the day, we are calculating matrix elements:

⟨ϕ|Ô|φ⟩

Sometimes this matrix element is 0, and we want to know when the matrix element is 0. These are
known as selection rules. The only way that a transition probability matrix element will be zero is
if there is a symmetry. Suppose we have nothing that breaks rotational symmetry in our system, so
we can write our states in terms of a spherical angular-momentum basis. We can also write any
operator in terms of spherical tensor operators.

⟨ϕ|Ô|φ⟩ = ⟨α′, j′,m′|T (k)
q |α, j,m⟩

This means that we have to calculate a lot of matrix elements, because = −j,−j + 1, . . . , j,
q = −k,−k + 1, . . . , k, and similarly for m′. Even if we fix α, k, and α′, we have to calculate
(2j + 1) (2j′ + 1) (2k + 1) matrix elements.

Suppose we have a Hydrogen atom, in the n = 2, l = 2 state. It makes a transition to the l = 1 state.
This is a dipole transition, with dipole operator p. Suppose we want to compute the transition
probability of this. We start with 5 possible magnetic quantum numbers, and we have 3 components
of the operator, and we have 3 final possible states. This means that we have to calculate 45 matrix
elements. Using the tools that we have developed over the last 3 weeks, we can reduce this down to
doing only 1 matrix element, using the Wigner-Eckart theorem.

Theorem 1.1. Wigner-Eckart Theorem Consider the matrix element ⟨α′, j′,m′|T (k)
q |α, j,m⟩. This

matrix element is equal to

⟨α′, j′,m′|T (k)
q |α, j,m⟩ = ⟨j,m, k, q|j′,m′⟩

Ç
⟨α′, j′||T (k)||α, j⟩√

2j + 1

å
Where the first term is a Clebsch-Gordan coefficient, and the second coefficient is known as the
reduced matrix element, and is independent of j′, j, and q.

In atomic physics, the most important transition is the dipole transition, whose operator d can be
represented with a rank 1 spherical tensor.

We can, via the Wigner-Eckart theorem, immediately see that l = 0 to l = 0 dipole transition cannot
happen:

⟨j = 0|T (k=1)|j = 0⟩ ∼ ⟨001m|00⟩
= 0

Since the Clebsch-Gordan constraints are not satisfied, and thus the coefficient vanishes. This is a
selection rule, we didn’t need to calculate anything. (Note that this transition can actually happen,
its called a 2 photon transition, but it takes a very long time, on the order of minutes rather than
nanoseconds).

We know that

⟨α, j′,m′|T (1)|α, j,m⟩ ∼ ⟨j,m, 1, q|j′,m′⟩
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We see that we can only have j − j′ = 0 or j − j′ = ±1, otherwise the Clebsch-Gordan coefficient
will be zero. If we start at l = 2, we cannot make a transition to anything other than l = 1, 2, 3.
This is a selection rule:

|j − j′| ≤ 1
m′ = m+ q

We can also have operators of higher rank, such as the octopole transition, which is a rank 3 tensor
operator.

1.5.3 Translational Symmetry

Suppose we have that the Hamiltonian commutes with the operator U :

[H,U ] = 0

If we have this, then we have degeneracies. To show this, we look at the energy eigenstates:

H |ψn⟩ = En |ψn⟩

It is easy to show that U |ψn⟩ is also an energy eigenstate, with the same energy:

H(U |ψn⟩) = UH |ψn⟩
= UEn |ψn⟩
= En (U |ψn⟩)

We see that the symmetry has led to degeneracies. What is the relationship between U |ψn⟩ and
|ψn⟩. If we look at the application of all possible U to the eigenstate, this gives us a subspace of
states, each of which is degenerate with that energy eigenstate. Thus the dimension of this subspace,
Dim{U |ψn⟩} is the degeneracy.

Sometimes this dimension is 1. In this case, we call the state symmetric under {U}, we have no
degeneracy.

For example, consider the ground state of the Hydrogen atom, ψ100. U is a continuous symmetry ϵi,
where i = 1, . . . , n:

U = 1 − i
∑

i

ϵi
Gi

ℏ

Where Gi are Hermitian, and correspond to physical observables. Note that these generators are
also time-independent:

iℏ
dGi

dt
= [H,Gi]

= 0

We see that the Gi are conserved. This is exactly what we found before, the degeneracy is the
dimension of the group of rotations, 2l + 1.

Consider starting from the state |n = 2, l = 1,m = 0⟩, and rotating it:

U |n = 2, l = 1,m = 0⟩ =
∑

m=−1,0,1
λm |l = 1,m⟩
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We have a triple degeneracy, 2l+ 1 = 3. We essentially fix an eigenstate, and then apply all possible
rotations, and we have a linear superposition of different possible wavefunctions, giving us the
degeneracy. The ground state however, is symmetric, |n = 1, l = 0,m = 0⟩ will only ever be rotated
to itself.

Now let us consider a spatial translation. Suppose we have some physical system that we shift by a.
The transformation that we applied to the system is mapping r to r′ = r + a, and we are mapping
the wavefunction to some new wavefunction, |ψ⟩ → |ψ′⟩:

U(a) |ψ⟩ = |ψ′⟩

We have that ψ(r) = ⟨r|ψ⟩, and similarly for ψ(r′). We also have ψ′(r) = ⟨r|ψ′⟩. We alos have
the condition that the new wavefunction at the new coordinate should be the same as the original
wavefunction at the original coordinates, since we are just shifting everything over:

ψ′ (r′) = ψ (r)

From this, we have that

ψ′ (r) = ψ (r − a)

Now let us attempt to Taylor expand the right side around a = 0 :

ψ′ (r) = ψ (r − a)
= e−a·∇ψ(r)

Where we have omitted steps, but it boils down to the Taylor series being a series of derivatives of
ψ. Now let us define a new operator:

p = ℏ
i
∇

From this, we have that

ψ′ (r) = e−ia·pψ(r)

We see that p is the vector of generators of translations. This translation is Abelian, translating by
b and a in any order is the same:

U(a)U(b) = U(b)U(a)

We can write any translation using the generators:

U = 1 − iℏa · p + . . .

And the generators commute, [pi, pj ] = 0. We also see that the generators are the momentum
operators. Since the translation operators commute with the Hamiltonian, by our previous statements
about generators, the momentum must be conserved:

[H,U(a)] = 0 → [H,p] = 0
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This tells us that if our system is translationally invariant, the momentum must be conserved, we
have a conservation law that comes out of a property of the Hamiltonian.

Now let us see how we get translational symmetry in a Hamiltonian. Consider:

H = p2

2m + V (r)

This first term is translationally invariant, but the second term need not be:

U (a)†HU (a) = p2

2m + V (r − a)

If V = 0, then [H,p] = 0, and we have the free particle case. In crystals, where we have periodic
potentials, this gives rise to the Bloch theorem.

If we have that [H,p] = 0, we have plane wave states:

ψp (r) = eip·r/ℏ

We can apply a translation operator to this, and try to find the dimension of the space, to get the
degeneracy.

U(a)ψp (r) = e−a·∇ψp (r)
= ψp (r − a)
= e−ip·aeip·r/ℏ

∼ eip·r/ℏ

We see that this is equal to the original state, up to an overall phase. This means that we don’t
really have degeneracies, since we only end up with the same state. However, we know that we have
degeneracies, but those turn out to come from the rotation operators, not the translation operators:

Dim [U (θ)ψp (r)] = ∞

1.6 Discrete Symmetries
So far we have just discussed continuous symmetries, with an infinite number of transformations. Let
us now consider discrete symmetries, those with a finite number of symmetric transformations. We
will discuss parity, also known as mirror or left/right symmetry, as well as time-reversal symmetry.

1.6.1 Parity

Let us now consider parity transformations. A parity transformation maps r to −r:

(x, y, z) → (−x,−y,−z)

This can be considered a mirror transformation, (x, y, z) → (x, y,−z), followed up with a 180 degree
rotation about the z axis.
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We can consider this transformation as a matrix:

Rp =

−1 0 0
0 −1 0
0 0 −1


Note that this matrix has determinant −1, unlike the rotation matrices, which has determinant
1. Together with the SO(3) rotations, we can tack on the matrices with negative determinants, to
form the group O(3):

{SO(3), SO(3) ×Rp} = O(3)

We want to find the corresponding unitary operator in Hilbert space, π:

π |ψ⟩ = |ψ′⟩

And it acts on the position:

π†rπ = −r

Since π is unitary, π†π = 1.

Theorem 1.2. The parity operator π acting on a basis vector maps states as follows:

π |r⟩ → |−r⟩

Proof. Note that since π†rπ = −r , we have that rπ = −πr. We also have, by the definition of a
position eigenstate:

r |r⟩ = r |r⟩

Now consider r (π |r⟩) :

r (π |r⟩) = −πr |r⟩
= (−r)π |r⟩

And thus this state must be equal to |−r⟩, up to a phase factor eiδ.

Thus we have that

π |r⟩ = eiδ |−r⟩

We make the choice that this phase factor is 0:

π |r⟩ = |−r⟩

Now what happens with we apply this twice:

π2 |r⟩ = π |−r⟩
= |r⟩
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Thus we have that π2 = 1, and thus

π−1 = π = π†

Moreover, this tells us that the eigenvalues of π are only ±1.

We have discussed how states have transformed under parity, now let us consider how operators
transform under the parity transformation.

First, we note that if the position flips under parity, then so too must the momentum:

π†rπ = −r π†pπ = −p

From this, we can define a vector, something that transforms as we have discussed before, and it
transforms like position under parity:

U † (R) V U (R) = RijVk π†V π = −V

Let us look at angular momentum. Consider the application of a rotation and a parity operation,
we see that the parity operator must commutate with everything, since its just −I:

R (α, β, γ)Rπ = RπR(α, β, γ)

Thus, we have that

Jπ = πJ π†Jπ = J

We see that J is not a vector, it is instead an axial vector, which transforms under parity as:

π†Aπ = +A

We can also define scalars:

π†sπ = s

We can also define a pseudo-scalar, which has one component, and changes sign under parity:

π†pπ = −p

An example of a pseudo-scalar would be the product of a vector and an axial vector:

π†V · Aπ = −V · A

Now let us ask a question. Does the Hamiltonian of nature commute with parity?

[H,π] = 0 (?)

Before 1957, we thought that the answer was yes. However, in 1957, Lee and Yang proved that this
was true for electromagnetism, gravity, and strong interactions, but it turns out to be not true for
weak interactions.
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Consider the Sun, which has a lot of protons inside. The interaction between protons is based on
the weak interaction :

p+ p → d+ e+ + Ve

Two protons turn into a deuteron, an electron, and a neutrino.

The weak force Hamiltonian was determined to not go back to itself. The weak interaction
Hamiltonian has two parts, one part that is a scalar, and another that is a pseudo-scalar:

HW = Hs +Hp → π†HWπ = Hs −Hp

Nature breaks parity due to the weak interaction.

This was first experimentally determined by Wu, using Cobalt-60. Cobalt-60 can undergo β decay,
which turns it into Nickel-60, electrons, and neutrinos. The electrons that are emitted by the decay
can come out in any set of directions. If we look at this process under a parity transformation, the
angular momentum does not change, the spin of the Nickel-60 nucleus will be the same direction, but
the electron momentum will flip via parity. Now, due to the fact that we have rotational symmetry,
we can see whether the number of electrons emitted in the n direction and the flipped direction,
and if they are not the same, then we have violated parity symmetry.

We have seen how the parity operator applies to position eigenstates, so we know how it works on
wavefunctions:

ψ′ (r) = ψ (−r)

Consider a particle in a central potential. The wavefunction is given as:

ψnlm (r) = Rnl (r)Y l
m (θ, ϕ)

When we do a parity transformation and take r → −r, we have that r remains the same, θ → π− θ,
and ϕ → ϕ+ π.

Now we can see how the wavefunction changes:

ψnlm (r) → ψnlm (−r)

Looking at the spherical harmonics:

Y l
m (θ − π, ϕ+ π) = Y l

m (θ, ϕ) (−1)l

From this, we see that the wavefunction is an eigenstate of the parity operator. Note that if the
eigenvalue of an eigenstate of the parity operator is +1, then we have whats known as an even
parity, and if we have −1, then we have an odd parity state.

Consider a Hamiltonian that is symmetric under parity:

π†Hπ = H

Now consider the energy eigenstates:

H |ψn⟩ = En |ψn⟩



PHYS613 Notes Hersh Kumar
Page 37

These (if there is no energy degeneracy) are eigenstates of the parity operator:

π |ψn⟩ = eiθ |ψn⟩

Consider the infinite square well, which has a Hamiltonian of the form:

H = p2

2m + V (x)

And we have parity invariance, [π,H] = 0. Since the system is 1-D, we have no degeneracies. As
such, each energy eigenstate will be a parity eigenstate, either even or odd. The ground state is
even, the first excited is odd, the second excited is even, so on and so forth.

What is the benefit of considering the parity eigenstates? The nice thing is that we can make
statements about these states in regards to parity. For example, consider atomic transitions. Suppose
we start with an l = 1 start, and we are considering a dipole transition to a lower energy level with
l = 1:

⟨α′, l = 1|er|α, l = 1⟩

We can use parity to argue that this is equal to 0. We can insert the identity:

⟨α′, l = 1|π†πerπ†π|α, l = 1⟩ = (−1)l ⟨α′, l = 1| (−er) |α, l = 1⟩ (−1)l

= − ⟨α′, l = 1|er|α, l = 1⟩

We see that the matrix element is equal to the negative of itself, and thus the only possibility is
that it is 0.

Note that if parity is conserved, any isolated system cannot have a dipole moment.

1.6.2 Time-Reversal Symmetry

Time-reversal symmetry maps t → −t.

Consider classical mechanics, where we have that F = ma, and we have some potential:

m
d2r

dt2
= −∇V (r)

If we apply a time-reversal symmetry, we see that Newton’s equations are invariant under time-
reversal:

m
d2r

dt2
= −∇V (r) → m

d2r

d (−t)2 = −∇V (r)

We have an original solution that moves forwards through time:

r = r(t)

and the time-reversal gives us a new solution that is the same solution but parameterized with time
inverted:

r′ = r (−t)
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However, what if we have frictional forces? In this case, Newton’s equations will also have a
dependence on the velocity, and the equation is no longer invariant under time-reversal, we have a
non-physical solution (objects moving backwards with friction pushing them, rather than slowing
them down).

It turns out that it is hard to find interactions that violate time-reversal symmetry (E&M, gravity,
and strong interactions all obey time-reversal symmetry), but the weak interaction might violate
this symmetry. In fact, this asymmetry might be the reason for the existence of matter.

What happens in quantum mechanics? We have the Schrodinger equation:

iℏ
∂

∂t
ψ (x, t) = Hψ (x, t) → −iℏ ∂

∂t
ψ (x,−t) = Hψ (x,−t)

This seems like its not time-reversal symmetric, but luckily we have the imaginary component. If
we take the complex conjugate of the time-reversed equation, we see that we get back almost the
original equation:

iℏ
∂

∂t
ψ∗ (x, t) = Hψ∗ (x, t)

We see that a solution to the time-reversed equation is the same as the transpose of the original
solution:

ψT (x, t) = ψ∗ (x,−t)

The main issue now is that the time-reversal operator is not a unitary operator in the Hilbert
space. The reason we like unitary operators is because it preserves the scalar product ⟨ψ|ϕ⟩. This
is actually a more stringent condition than we need! Experimentally, we only observe the norm,
the square of these scalar products. Thus we are allowed to have scalar products that are complex
conjugates, since this still preserves the norm:

⟨ψ|U †U |ϕ⟩ = ⟨ψ|ϕ⟩∗

In this case, U is known as an anti-unitary operator. What are the properties of an anti-unitary
operator Θ? First, let us see the application on a linear combination:

Θ (c1 |ψ1⟩ + c2 |ψ2⟩) = c∗
1Θ |ψ1⟩ + c∗

2Θ |ψ2⟩

This is known as anti-linearity.

The time-reversed solution corresponds to anti-unitary transformations. To prove this, we first note
that for stationary position eigenstates, we expect this to be an eigenstate:

Θ |r⟩ = r

Now consider a state |ψ⟩, which we can expand in terms of the position basis:

|ψ⟩ =
ˆ
dr ⟨r|ψ⟩ |r⟩

Now consider the time-reversed wavefunction:

Θ |ψ⟩ =
ˆ
d3rψ∗ (r) Θ |r⟩
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=
ˆ
d3r ψ∗ (r) |r⟩

It can be shown that any anti-unitary operator can be written as a unitary operator U multiplied
by K, which does nothing except complex conjugate everything it is applied on:

Θ = UK

Applying this to the r operator:

ΘrΘ−1 = r

However, it has an effect on the momentum, the momentum should flip directions when we reverse
time. We also have the fact that

p = ℏ
i

∂

∂r

Thus we have that

ΘpΘ−1 = −p

We can also argue that the angular-momentum should behave the same way:

ΘJΘ−1 = −J

From this, we can verify whether a Hamiltonian has time-reversal invariance.

For example, consider the Hamiltonian:

H = p2

2m + V (r)

Applying the operator:

ΘHΘ−1 = p2

2m + V ∗ (r)

We see that if the interaction is real, then we have time-reversal invariance, and if the potential has
an imaginary part, then we lose that invariance. This is the same idea as the friction in classical
mechanics. This is true in the case of electromagnetism, gravity, and the strong interaction, but we
have complex parameters in the weak interaction Hamiltonian.

Let us again consider a particle in a central potential, and we have the wavefunction:

ψnlm (r) = Rnl (r)Y l
m (θ, ϕ)

What happens under a time-reversal transformation? Well we know that this maps ψnlm (r) to
ψ∗

nlm (r). This means that we have to look at the complex conjugates of the spherical harmonics:Ä
Y l

m (θ, ϕ)
ä∗

= (−1)m Y l
−m (θ, ϕ)

We have a physical interpretation as to why this is the case. Consider a spherical harmonic. As we
rotate, m is the projection of the angular-momentum along the z direction. When we reverse time,
the direction of rotation goes backwards, and thus the angular-momentum will flip, and instead we
will have −m as our projection.

Thus we have that

Θ |l,m⟩ = (−1)m |l,−m⟩
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Theorem 1.3. If H is invariant under time-reversal, and the state |ϕn⟩ is non-degenerate, then
the eigenfunction is real.

Proof. If we find an eigenstate H |ϕn⟩ = En |ϕn⟩, then we have that |ϕ∗
n⟩ must also be an eigenstate,

under time-reversal symmetry. Since we had no degeneracy, we have that they must be the same,
ϕn = ϕ∗

n, and the eigenfunction is real.

We see that this works for l ∈ Z, but we can generalize this to fractional l, by saying that
(−1)m = (i)2m:

Θ |j,m⟩ = i2m |j,−m⟩ j = 0, 1
2 , 1,

3
2 , . . .

In quantum computing, we use j = 1
2 , and we see that

Θ |12 ,
1
2⟩ = i |12 ,−

1
2⟩

Θ |12 ,
1
2⟩ = −i |12 ,

1
2⟩

Now applying Θ2, we see that we are left with the original state:

Θ2 |12 ,
1
2⟩ = Θ

Å
i |12 ,−

1
2⟩
ã

= −iΘ |12 ,−
1
2⟩

= − |12 ,
1
2⟩

And similarly, Θ2 |1
2 ,−

1
2⟩ = − |1

2 ,−
1
2⟩. Generalizing this, we see that if j is a half-integer, then we

have that Θ2 = −1, and if j is an integer, we have that Θ2 = +1.

What does this mean? Suppose we have a Hamiltonian that is invariant under time-reversal. If the
system has half-integer spin, then the energy levels will have double degeneracies:

H |ψn⟩ = En |ψn⟩

En, will have at least degeneracy 2, because if we have |ψn⟩, we can apply time-reversal once , and
we will have to end up at a different state, which has the same energy (since [H,Θ] = 0). This is
known as a Kramer degeneracy.

Now what is the time-reversal operator? In the spin 1
2 case:

Θ = e−iπJyK

It is a rotation by π degrees in the y direction, followed up by a complex conjugation.

As a quick aside, we can actually argue that no atom has a dipole moment. We note that the dipole
is defined as:

d =
∑

i

eiri + Z (r = 0)
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Now we note that the dipole is an eigenstate of the parity operator:

π†dπ = −d

Now we note that the Hamiltonian for the atom will be invariant under parity:

π†Hπ = H

Now look at the ground state of the atom:

H |g⟩ = E |g⟩

Now because of this, we have that

π |g⟩ = ± |g⟩

Due to the fact that it is an eigenstate of the Hamiltonian, which is invariant under parity.

Now looking at the dipole moment:

d = ⟨g|d|g⟩
= ⟨g|π†πdπ†π|g⟩
= ⟨g| − d|g⟩
= −d

And thus we have that d = 0.

2 Perturbation Theory
At the simplest level, perturbation theory is based on a Taylor expansion:

f (x+ a) = f (x) + af ′ (x) + a2

2! f
′′ (x) + . . .

If we allow a to be small, then we can cut off higher order terms (depending on the accuracy needed).

In physics, we consider effective theories, which are essentially idealized models. In thermodynamics
and statistical mechanics, we have the ideal gas, which doesn’t exist. We need to add interactions,
but oftentimes the ideal gas serves as a good approximation for gases. An effective theory is a model
that neglects the small effects that are present in the real world. To include these effects, we use a
Taylor expansion, and this is known as an effective theory expansion, and is very common in theory.

2.1 Time-independent Perturbation Theory
Consider a Hamiltonian H0. We assume that we have computed the spectrum of H0:

H0 |n(0)⟩ = E(0)
n |n(0)⟩ n(0) = 0, 1, 2, . . .

Physically, our system has some additional potential, parametrized by λ:

H = H0 + λV
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Where λ is an expansion parameter, and is very small. We want to find the spectrum of H:

H |n⟩ = En |n⟩

However, suppose we don’t know how to solve for the spectrum of H. To solve this, we use
perturbation theory. We say that the exact eigenenergy will be approximately the unperturbed
energy, plus corrections:

En = E(0)
n + λE(1)

n + λ2E(2)
n + . . .

We hope that this expansion converges, and we want to compute these corrections to the energy.

We can also expand the eigenstates:

|n⟩ = |n(0)⟩ + λ |n(1)⟩ + λ2 |n(2)⟩ + . . .

Now let us look at the Schrodinger equation that we want to solve:

(H0 + λV ) |n⟩ = En |n⟩

From this, we can plug in what we have already expanded out, then match terms of equal order in
λ, to get our result (We skip the derivation because everyone has already seen it). This is known as
Rayleigh-Schrodinger perturbation theory. We can write out the energy corrections:

∆n = En − E(0)
n

= λ ⟨n(0)|V |n⟩

Which gives us a recursion relation:

∆(1)
n = λ ⟨n(0)|V |n(0)⟩

∆(2)
n = λ ⟨n(0)|V |n(1)⟩

∆k+1
n = λ ⟨n(0)|V |n(k)⟩

Looking at the corrections to the wavefunctions, we first introduce a projection operator Qn:

Qn = I − Pn

Where Pn = |n(0)⟩ ⟨n(0)|. Note that Pn +Qn = I, the two projection operators separate the Hilbert
space into two parts. Using this, we can write out the corrections to the wavefunction:

|n⟩ = |n(0)⟩ + Qn

E
(0)
n −H0

(λV − ∆n) |n⟩

This equation also allows us to iterate to get the solutions of higher order. Let us introduce the
technique of power counting, which is basically asking “How many powers of λ do we have?” We
see that |n⟩ is a very complicated function of λ. |n(0)⟩ has no dependence on λ, and neither do E(0)

n

or H0. λV has one power of λ, and ∆n contains all the powers of λ. If we wanted to get the first
order corrections, we only look for the first order terms:

|n(1)⟩ = Qn

E
(0)
n −H0

Ä
λV − ∆(1)

n

ä
|n(0)⟩
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We have only the terms that would be first order in λ. However, we note that the second term in
this is actually 0:

|n(1)⟩ = Qn

E
(0)
n −H0

(λV ) |n(0)⟩

However, this is a bit of a formal result, so let us rewrite this. Looking at Qn:

Qn =
∑
k ̸=n

|k(0)⟩ ⟨k(0)|

Thus we can rewrite the result as:

|n(1)⟩ = Qn

E
(0)
n −H0

(λV ) |n(0)⟩

=
∑
k ̸=n

|k(0)⟩ ⟨k(0)|λV |n(0)⟩
E

(0)
n − E

(0)
k

Which is the result that can be found in undergraduate quantum mechanics.

We have the second order energy corrections, and we can insert the first order wavefunction
corrections to work it out explicitly in terms of known states and energies:

E(2)
n = λ ⟨n(0)|V |n(1)⟩

= λ2 ∑
k ̸=n

| ⟨k(0)|V |n(0)⟩ |2

E
(0)
n − E

(0)
k

Now pushing on to the second order wavefunction corrections, we can once again use power counting:

|n(2)⟩ = Qn

E
(0)
n −H0

î
λV |n(1)⟩ − ∆(2)

n |n(0)⟩ − ∆(1)
n |n(1)⟩

ó
= Qn

E
(0)
n −H0

î
λV |n(1)⟩ − ∆(2)

n |n(0)⟩
ó

Where once again, Qn kills off |n(0)⟩. From this, we have

|n(2)⟩ = Qn

E
(0)
n −H0

Ä
λV − ∆(1)

n

ä
|n(1)⟩

2.1.1 Polarizability of Hydrogen Atom

Recall that we have P = χeE, where E is the external electric field, and χe is the susceptibility.
We also have that the energy is given via:

E = −P · E

= −1
2χeE2

Let us try to compute this for the Hydrogen atom, using perturbation theory.
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Suppose we have a proton, with an orbiting electron, and an external magnetic field E in the z
direction. For the electron, the Hamiltonian will be

H = p2

2m +
Å−Ze2

r

ã
︸ ︷︷ ︸

Coulomb

− e|E|z︸ ︷︷ ︸
Electric Potential

This Hamiltonian can be solved analytically, and is not terribly difficult, but it is definitely hard,
we lose the spherical symmetry due to the electric field, giving us just cylindrical symmetry.

Let us assume that the electric potential felt by the electron is small. How small? The electron feels
the electric field of the nucleus, which is kind of large. As long as the external field is smaller than
the internal electric field of the atom, it can be considered small.

Thus, we can use perturbation theory:

H = H0 +H ′ H ′ ≪ H0

We can compute the first order energy corrections:

E(1)
n = ⟨n(0)|H ′|n(0)⟩

= ⟨n(0)| (−e|E|) z|n(0)⟩
= −e|E| ⟨n(0)|z|n(0)⟩

Now arguing from a parity perspective (z = π†zπ), this matrix element should be zero by inspection:

E(1)
n = 0

Thus, we have to look at the second order energy corrections:

E(2)
n =

∑
k ̸=n

| ⟨k(0)|V |n(0)⟩ |2

E
(0)
n − E

(0)
k

Let us focus on the n = 1 case:

E
(2)
1 =

∑
k=2,3,...; l; m

| ⟨100| (−e|E|z) |nlm⟩ |2

E
(0)
1 − E

(0)
n

Note that this energy correction is always negative, the numerator is positive and the denominator
is negative, since the ground state energy minus all the excited state energies must be negative. The
second observation that we can make is that the energy is proportional to E2:

E
(2)
1 = −α

2 E2

Where α is the polarizability, and is equal to:

α = 2e2 ∑
n,l,m

| ⟨100|z|nlm⟩ |2

E
(0)
n − E

(0)
1
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Now, via the Wigner-Eckart theorem, we have a selection rule. z is a rank 1 spherical tensor, with
q = 0, and thus q +m = 0, and thus we have that m = 0:

α = 2e2 ∑
n,l

| ⟨100|z|nl0⟩ |2

E
(0)
n − E

(0)
1

We also have a constraint on l, since the total l is 0, and z has l = 1, so l must be 1, via the
triangular relation. Thus we have that

α = 2e2 ∑
n

| ⟨100|z|n10⟩ |2

E
(0)
n − E

(0)
1

Now let us see if parity gets us any more simplification. We have the matrix element:

⟨100|z|n10⟩ = ⟨100|π†πzπ†π|n10⟩
= ⟨100| (−z) (−1) |n10⟩
= ⟨100|z|n10⟩

Where we have used the fact that the ground state is invariant under parity, z maps to −z, and the
right side gives us a factor of (−1)l. However, we see that we just have the same matrix element,
we don’t get any more information.

Thus we have the infinite sum:

α = 2e2 ∑
n

| ⟨100|z|n10⟩ |2

E
(0)
n − E

(0)
1

We can look at just the first term of this summation, in the hope of getting an estimate. Another
thing we can do is smarter, we can compute the matrix element as a function of n, and then attempt
the summation. This works, but it takes a while. The third method is to do the following. What
we do is to replace the E(0)

n in the denominator with E(0)
2 , and this provides an upper bound for the

energy correction:

α = 2e2 1
E

(0)
2 − E

(1)
1

∑
n

| ⟨100|z|n10⟩ |2︸ ︷︷ ︸
⟨100|z2|100⟩

This summation also (via some very difficult math) be solved exactly, with no approximation:

α = 9a3
0

2

Where a0 is the Bohr radius.

When we move to more complicated atoms, we can compute their polarizability, but they are not
solvable analytically, and must be done either experimentally or via approximations.
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An Aside about Perturbative QFT

For a long time, perturbation theory was the only way to do QFT, we would have Hamiltonians
that had solvable free fields (plane waves), and we would have interactions among fields
as perturbations. The key thing is to keep this Lorentz invariant, because QFT needs to
describe relativistic theories. This development of perturbation theory for QFT got Feynman,
Schwinger, and Tomonaga the Nobel Prize. Feynman developed a language to describe
perturbation theory, known as Feynman diagrams. Essentially, he was able to write down all
possible orders of corrections via diagrams, with rules on how to calculate them, known as
Feynman rules.
Perturbative QFT was used to match theory to experiment, with an accuracy of over 9 digits
after the decimal point, indicating that QFT was a very useful model.
Dyson was the first one to notice that Schwinger, Feynman, and Tomonaga, while their
formalisms seemed different, they were all doing the same thing. He was interested in finding
the radius of convergence for the expansion of the muon g − 2, and he found that it was zero.
He never touched QED again. The reason that the radius of convergence is zero has a very
interesting argument. The expansion of the muon g − 2 is in terms of α, the fine structure
constant, which is the coupling. If we say that α is complex, we can look at the complex
plane for α. The physical value of α lies on the real axis, at 1

137 . What we do when we have
the perturbative expansion is to look at the circle around the origin that represents the radius
of convergence, and hope that everything is well defined in that circle. However, things break
down if we let α < 0 (no stable physical systems exist). Thus, an expansion of α around 0
doesn’t exist, and perturbation theory does not work.
Then how does the pertubation theory match the experiment so well? It turns out that
the perturbation expansion is asymptotic. If we have expansion variable n, an asymptotic
expansion means that as we take higher orders of n, at some point, the corrections begin to
diverge. What we do is to calculate up until the minimum of the corrections, and then stop,
with uncertainties in the next order of n.
The question is, at what order of the expansion does QED start to break down? It turns out
that this happens at about order 1

α = 137.

2.1.2 Radius of Convergence of Perturbative Expansions

Let us take a simple system:

H = H0 + V

Where H0 is diagonal:

H0 =
ñ
E

(0)
1 0
0 E

(0)
2

ô
And let us suppose that V has some real off-diagonal terms:

V =
ï

0 V12
V12 0

ò
This is a simple enough system that we can solve exactly. We can first compute the eigenvalues of
the Hamiltonian:

H =
ñ
E

(0)
1 V12

V12 E
(0)
2

ô
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We can then compute det [H − λI], and we find that the eigenvalues are:

λ1,2 = E
(0)
1 + E

(0)
2

2 ±

ÃÄ
E

(0)
1 − E

(0)
2
ä2

4 + (V12)2

This is the exact result.

Now let us consider a perturbative expansion. First, let us rewrite the square root term:ÃÄ
E

(0)
1 − E

(0)
2
ä2

4 + (V12)2 =
(
E

(0)
1 − E

(0)
2

2

)Ã
1 +
Ç

2V12

E
(0)
1 − E

(0)
2

å2

Now using the expansion for
√

1 + x :
√

1 + x = 1 + 1
2x− 1

4x
2 + . . .

Where x = 2V12
E

(0)
1 −E

(0)
2

. What is the radius of convergence of the Taylor series for
√

1 + x? We can

look at where we can put the branch cut of
√

1 + x if x ∈ C, and we can choose to put it on the
negative real axis, before −1. Now we can see that we can draw a circle of radius 1 around the
origin. We can’t draw any larger circle, since we run into the negative real axis before −1. Thus
this expansion is only defined if |x| is less than 1. Thus we see that if the two unperturbed energy
levels are very close to each other, then we cannot consider this with perturbation, since x will be
very large, and thus the series will not converge.

Consider a problem where we have sets of energy levels, clumped together. Our non-degenerate
perturbation theory will work on energy levels between clumps, but not for the energy levels inside
a clump. Thus we will develop a hybrid method to deal with situations like this.

2.1.3 Effective Theory

Consider a Hilbert space, which we partition into two separate spaces, P and Q, such that P+Q = H.
Suppose that the dimensionality of H is ndim, and we have nP + nQ = ndim. The “trick” is to,
instead of diagonalizing the ndim × ndim matrix, we instead diagonalize the np × np matrix, which is
much smaller. We want to do this, and get the same answer. How can we do this? This sounds too
good to be true! The matrix Hnp×np is known as the effective Hamiltonian. This is the approach of
effective theory, and is used all the time by theorists.

Consider the extremely large matrix for the original Hamiltonian, Hndim×ndim . Suppose we have 3
states that have very close energy levels. The effective theory approach is to look at only the 3 × 3
submatrix, and to diagonalize that. We strip away other parts of the space, and then treat those
parts are perturbations, since the energy difference between the three states and the other parts of
the system are large. This approach is also known as degenerate perturbation theory.

We have the Schrodinger equation:

(H0 + V ) |ψn⟩ = En |ψn⟩

We will try to write |ψn⟩ in terms of the P part of the system, plus the Q part of the system:

|ψn⟩ = P |ψn⟩ +Q |ψn⟩
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We can then write the Schrodinger equation again:

(H0 + V ) (P |ψn⟩ +Q |ψn⟩) = En (P |ψn⟩ +Q |ψn⟩)

Schematically, we are decomposing our H:

H =
ï
VP P VP Q

VQP VQQ

ò
Where each of these terms is a submatrix, and VP P is what we would like to deal with.

We can then project our equations into P space:Ä
E(0)

n + VP P

ä
P |ψn⟩ + VP QQ |ψn⟩ = EnP |ψn⟩

And project it into Q space:

VQPP |ψn⟩ +
Ä
E(0)

n + VP Q

ä
Q |ψn⟩ = EnQ |ψn⟩

Where VP P = PV P , and similarly for VQP and VP Q. We can now solve this, and we find that

Q |ψn⟩ = 1
En −

Ä
E

(0)
n + VQQ

äVP PP |ψn⟩

Now substituting this back into our equation, we find thatÑ
E(0)

n + VP P + VP Q
1

En −
Ä
E

(0)
n + VQQ

äVQP

é
︸ ︷︷ ︸

Heffective

(P |ψn⟩) = En (P |ψn⟩)

We see that we have a matrix equation that only operators in the 3 × 3 space, we have an effective
Hamiltonian that only lives in the P space, which we can diagonalize more easily than the original
Hamiltonian. Note that if we say that the P space is only 1 dimensional, we recover the perturbation
theory that we discussed before. However, there is an issue, this nP × nP matrix depends on En,
which we don’t know, so this diagonalization process is not linear. It also gets worse, Heff is not in
general Hermitian.

When V is small, we can write our effective Hamiltonian as:

Heff = H0 + VP P

Let us deal with this case.

2.1.4 Linear Stark Effect

Consider the Hydrogen atom. We previously discussed the n = 1 ground state, now let us consider
the n = 2 excited state. Ignoring spin degeneracy, we have 4 degenerate states with energy E2, sude
to the possible values of l. Now suppose we stick the atom in a constant electric field E :

H = H0 − Ze|E|
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If we wanted to compute the corrections to the Bohr energy levels for the n = 2 case, we could not
use non-degenerate perturbation theory, since we have degeneracies in energy. Let us instead use
effective theory.

The total number of dimensions is infinite, ndim = ∞. Let us take the 4 degenerate states as our P
space, so nP = 4, and nQ = ∞ − 4.

Let us write out our 4 states:

l = 0 l = 1,m = 0 l = 1,m = +1 l = 1,m = −1

Let us now claim that there is no perturbation to the diagonal elements, due to the fact that z is
odd under parity, and each of our 4 states are odd under parity as well. Parity also allows us to
immediately note that all the states with l = 1 will have no interaction terms between each other.
This leaves us with 6 unknown matrix elements. Now using the fact that H is Hermitian, we only
need to focus on 3 of them. We claim that only one of these 3 is nonzero. This is because V is a
tensor of the form T

(1)
q=0, and thus by Wigner-Eckart, only the l = 1,m = 0 state will have nonzero

Clebsch-Gordan coefficients. Putting this all together:

H =


E

(0)
2 0 0

E
(0)
2 0 0

0 0 E
(0)
2 0

0 0 0 E
(0)
2


We only have one matrix element that we actually have to compute (Behold the power of symmetry).
It turns out that this is 3ea0|E| :

H =


E

(0)
2 3ea0|E| 0 0

3ea0|E| E
(0)
2 0 0

0 0 E
(0)
2 0

0 0 0 E
(0)
2


We started with 4 states that are degenerate, and it turns out that two of the states are not affected
by the external field, the l = 1,m = ±1 states. Thus we effectively have 3 non-degenerate states.

It can be found that the 3 states are given by:
1√
2 (|2s,m = 0⟩ − |2p,m = 0⟩)

|2p, l = 0,m = ±1⟩
1√
2 (|2s,m = 0⟩ + |2p,m = 0⟩)

Looking at this state, we note that we have coherent superpositions of the p and s states. We have
that the states are not parity eigenstates, and in fact if we enact a parity transformation, we map
from one of the state to the other. We have that our parity symmetry is broken. Therefore, this
state will have a dipole moment. Once we have a dipole moment, we will have the dipole aligning
or anti-aligning with the external field, each of which corresponds to one of the two superposition
states. The middle states cannot have a dipole moment, and thus the energy remains the same.
This is known as the Stark effect. If we take an atom with degeneracies and place it in an external
electric field, we split the degenerate states and generate a dipole moment.

Now let us look at some more examples of the application of perturbation theory.



PHYS613 Notes Hersh Kumar
Page 50

2.1.5 Relativistic Kinematic Effects

Consider the energy momentum relation:

E =
√

p2c2 +m2c4

Which in natural units becomes

E =
√

p2 +m2

In atomic physics, we often have that the momentum is much less than the mass, p ≪ m, where
we have implicit powers of c attached to each term to make the units work. We can then Taylor
expand for small p :

E =
√

p2 +m2

≈ m+ p2

2m − p4

8m3 + . . .

The first term is the rest mass, the energy the particle has as long as it exists. This can turn into
energy (electron and positron annhilating into gamma rays), when the mass disappears. However,
for our calculation, we will say that the mass will remain no matter what, so let us ignore this term.
This is why our Hamiltonians generally start with the p2

2m term, rather than the m term.

However, this p2

2m term is not 100% correct, we assume that the higher order terms are negligible.
What if we instead, took these into account as perturbations? For example, take the Hydrogen
atom Hamiltonian:

H = p2

2m − p4

8m3 + · · · + Vc(r)

= H0 + V

Where V = − p4

8m3 .

We have the unperturbed energy eigenstates:

H0 |nlm⟩ = En |nlm⟩

With Bohr energy levels:

En = − α2

2n2
(
mc2)

The only scale for the energy that we have in this system is the mass of the electron, and for that
reason the mass of the electron (really

(
mc2)) is the yardstick used in atomic/molecular/biophysics,

and is roughly 500 keV.

Looking at the other terms in the energy levels, we have α ∼ 1
137 ∼ 10−2, and thus we have that

E1 ≈ 25 eV.

Now let us consider the extra interaction:

V = − p4

8m3
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Now we need to figure out whether or not V is diagonal in the basis of states |nlm⟩, which
determines whether we need to use degenerate or non-degenerate perturbation theory. It turns out
that [L, V ] = 0, and thus V is diagonal in the nlm basis, and thus, even though the |nlm⟩ states
are highly degenerate, we can use non-degenerate perturbation.

How do we show that [L, V ] = 0? The easiest way is to note that V is a scalar operator, and any
scalar operator commutes with the angular momentum operator. In fact, this also gives us the
commutation relationships: [

L2, V
]

= 0
[Lz, V ] = 0

We can now compute the first order energy corrections:

∆(1)
n = ⟨nlm| − p4

8m3 |nlm⟩

We don’t actually need to do much calculation to get the result for this, because we can see that
V ∼

Ä
p2

2m

ä2
, the kinetic energy applied twice. More specifically, we have that V = − T 2

2m , where T is
the kinetic energy p2

2m . Now we leverage the Schrodinger equation:

(T + V ) |ψn⟩ = E(0)
n |ψn⟩

We can then write the correction as:

∆(1)
n = − 1

2m ⟨nlm|
Ä
E(0)

n − Vc

ä2
|nlm⟩

= − 1
2m

[Ä
E(0)

n

ä2
− 2E(0)

n ⟨nlm|Vc|nlm⟩ + ⟨V 2
c ⟩
]

We can now leverage the virial theorem, which states that

2 ⟨T ⟩ = − ⟨V ⟩

Which gives us that:

⟨V ⟩ = 2E(0)
n

For the ⟨V 2
c ⟩ term, we can use the precalculated values from Sakurai, and we find that:

∆(1)
n = − 1

2m

[Ä
E(0)

n

ä2
− 2E(0)

n ⟨nlm|Vc|nlm⟩ + ⟨V 2
c ⟩
]

= − 1
2m

[Ä
E(0)

n

ä2
−
Ä
2E(0)

n

ä2
+ ⟨V 2

c ⟩
]

= −1
2
(
mec

2)α4
Ç

− 3
4n4 + 1

n3
(
l + 1

2
)å

We see that not only do we depend on n, we also depend on l, which gives us splitting between the
degenerate states with the same n but different l.

However, the most important thing to notice is that this correction is proportional to α4. This
means that the splitting between the degenerate energy levels is incredibly small, of the order of
10−4 of the original energy of the level.
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2.1.6 Spin-Orbit Splitting

The Coulomb interaction holds for two charges that are stationary. In the case of an atom, we
have that the electron is moving, and also has spin. This spin produces a magnetic moment. This
moving magnetic moment also experiences a magnetic field, generated by the relativistic effect of
the change of frame from static to moving:

B ≈ v

c
× E

Which interacts with the magnetic moment:

H = −µe · Bp

However, if we go through this calculation, we find that we are off by a factor of 2. This is because
the electron is accelerating, since it is changing directions constantly. We have that our inertial
frames are rotating at every moment, which is known as Thomas precession, derived in 1926. This
provides us the factor of 1

2 that we were missing:

H = −1
2µe · Bp

How can we derive this?

We have that the total Hamiltonian for the Hydrogen atom has the basic Hydrogen Hamiltonian,
H0, the p4 corrections, given by Vp4 , and the spin-orbit effects, given by VSO. For now, let us look
only at the spin-orbit interaction:

HSO = 1
2m2c2

Å1
r

dVc

dr

ã
(L · s)

Now we note that [L, HSO] ̸= 0, and [HSO,S] ̸= 0. This means that in the |nlm⟩ basis, HSO is not
diagonal. Because of this, we need to use degenerate perturbation theory. However, we can make
our lives easier if we notice that

L · S = 1
2
(
2L · S + L2 + S2 − L2 − S2)

= 1
2
Ä
(L + S)2 − L2 − S2

ä
= 1

2
(
J2 − L2 − S2)

Now we note that
[
HSO,L

2] =
[
HSO,S

2] = 0, because L2 and S2 commute with their components.
This means that if we work in the basis of the common eigenstates of J2,L2,S2, and Jz, we will
automatically diagonalize HSO. We can write out the first order energy corrections:

∆(1)
n = 1

2m2c2 ⟨1
r

dV

dr
⟩ 1

2

Å
j (j + 1) − l (l + 1) − 1

2

Å1
2 + 1

ãã
This is done in the textbook, and it turns out that it is also proportional to α4. This is of the same
order as the relativstic corrections.

These are not the only corrections, there is another term that is proportional to α4, known as the
Darwin term. This correction takes into account the deBroglie wavelength of the electron, and takes
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into account the fact that the electron is fluctating, it is not at a single point, which varies the
Coulomb interaction.

After the second world war, Rabi’s lab at Columbia observed another splitting in the levels, known
as the Lamb Shift. This can be derived only from relativistic QFT, which provides corrections of
the order α5 (actually to infinite orders of α). This was more evidence that QFT was a correct
framework.

2.1.7 Zeeman Effect

Consider a uniform magnetic field B, interacting with the Hydrogen atom. In mechanics, the
Hamiltonian would be of the form:

H =
(
p2 − eA

c

)
2m + V

We see that we have a new form of momentum, rather than the canonical momentum p ∼ ℏ
i ∇, we

have the mechanical momentum1:

pm = pc − eA

c

The magnetic vector potential is related to B via:

∇ × A = B

Recall that A is not unique, we have a gauge symmetry:

A → A + ∇ϕ

We will work in the Coulomb gauge:

(Ax, Ay, Az) =
Å

−1
2By,

1
2Bx, 0

ã
Which obeys the property that ∇ · A = 0.

We can now write down the Hamiltonian for a Hydrogen atom in an external B field:

H = H0 + 1
2m

[
p ·
(

−e

c

)
A +

(
−e

c
A
)

· p
]

+ 1
2m

(
−e

c
A
)2

This last term is small, and is known as Landau dimagnetism. This is also related to Lenz’s law.
The middle term has cross terms, which are related to Lz:

H = H0 − e

2mc (B · L)

∼ H0 − B · µ

Where µ = µB · L. We see that we have generated a magnetic moment, which isn’t surprising, we
have a charge rotating in a magnetic field. Putting this together with the spin magnetic moment
that we had before, we have that

H = H0 − e

2mcB · (L + 2S)

1For a further discussion of mechanical momentum, see Feynman’s Lectures, Vol. III.
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What we have derived is that an external magnetic field, we have a magnetic moment interaction
proportional to L + 2S.

For the Hydrogen atom, the magnetic moment is split up into two parts, the spin magnetic moment
and the orbital magnetic moment:

µ = µs + µl

The spin magnetic moment is given by the Bohr magneton:

µs = −µB
(2s)
ℏ

And the orbital angular momentum is given by:

µl = −µB
l

ℏ

Thus we have the magnetic field Hamiltonian:

HB = −µBB

ℏ
(2S + L)

Assuming that the B field is in the z direction:

HB = −µB

ℏ
(2Sz + Lz)

Thus the Hamiltonian for the Hydrogen atom with the factors that we are taking into account will
be:

H = H0 +HSO +HB

For the moment, let us consider the weak field limit. This is the case where HB ≪ HSO. In this
case, we know that the basis for the system will be the basis that fits the case of just the spin-orbit
splitting, which is the |nljmj⟩ basis. In this basis, we want to compute the effects of the HB

perturbation. We now note that the energy levels of what we are considering the unperturbed
system are degenerate in j, with degeneracy 2j + 1.

We want to compute the corrections due to the Zeeman splitting:

∆(1)
Zeeman = ⟨nljm|HB|nljm⟩

= −HB

ℏ
B ⟨nljm|2Sz + Lz|nljm⟩

We can always write that

2Sz + Lz = Jz + Sz

Since J = L + S. From this, we can use the fact that Jz |jm⟩ = m |jm⟩, to compute ⟨Sz⟩. There
are two ways to do this. The first way is to use Clebsch-Gordan coefficients to write out |jm⟩ in
terms of the uncoupled states, and we would find that:

⟨Sz⟩ = ℏ
2
(
|C+|2 − |C−|2

)
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The second method is to use the Wigner-Eckart theorem, to prove the equation:

⟨jm|Vz|jm⟩ = (V · J) ⟨Jz⟩
J2

Where V is a vector operator2. From this, we can compute the Zeeman shift:

∆(1)
Zeeman = mµBB

Å
1 ± 1

2l + 1

ã
The upper sign denotes the j = l + 1

2 state, and the lower sign denotes the j = l − 1
2 state. This is

the Zeeman splitting.

Let us consider the the Zeeman effect on the n = 1 1S 1
2 state. In this case, we split into two,

corresponding to m = 1
2 and m = −1

2 . This splitting is due to the projection of the magnetic
moment into the direction of the magnetic field. If the magnetic moment goes against the field, we
get one case, and if its aligned we get the other case.

For the n = 2, 2P3
2 state, we have j = 3

2 , so we split into 4 different energy levels, corresponding to
the different ms, m = 3

2 ,
1
2 ,−

1
2 ,−

3
2 .

Now let us consider the strong field limit3, the case where HB ≫ HSO, the magnetic field is much
stronger than the magnetic field due to the proton. In this case, the leading order Hamiltonian will
be

H = H0 +HB

Note that we lose full rotational symmetry, since [H,J ] ̸= 0. However, we still have z axis rotational
symmetry. The good quantum numbers are the original basis, |nlmlsms⟩. The Hamiltonian is
diagonal in this uncoupled basis, where the spins and the orbitals don’t interact.

In this case, our energy levels will be given by:

E(1)
n = E(0)

n +
Å

−µBB

ℏ

ã
(2ms +ml)

This takes minimal work, since the Hamiltonian is already diagonal in this basis.

Let us look at the spectrum for this case. Consider the n = 2 case, where l = 1 or l = 0. We see
that the maximal value of 2ms + ml is 2, when ml = 1 and ms = 1

2 . Looking at all the possible
values of 2ms +ml, we see that we can have integer values between -2 and 2. Thus the energy level
splits into these 5 possibilities, and three of them are degenerate. Thus we have a total of 8 states.

What happens if the B field is somewhere in between? In this case, we have to diagonalize an 8 × 8
matrix, in either of the two bases. If we do this for n = 2, we could see how the energy levels change
as we vary B from weak to strong.

Now let us consider the spin orbit corrections, which we can treat as a small perturbation on top of
the Zeeman splitting:

∆(1)
SO = ⟨nlmlsms|HSO|nlmlsms⟩

2Page 239 of Sakurai.
3Also known as the Paschen-Back limit.
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= 1
2m2c2 ⟨1

r

dV

dr
⟩ ⟨lmlsms|L · S|lmlsms⟩

The Zeeman effect is the basis for research into cold atoms, as the Zeeman effect can be used to
convert the kinetic energy into internal energy, by inducing phase transitions in split energy levels
using lasers. This cools down the atoms, hence the term cold ion trapping.

2.2 Time-Dependent Perturbation Theory
We have so far been concerned with time-independent Hamiltonians, but let us consider the
time-dependent Schrodinger equation:

iℏ
∂

∂t
|ψ⟩ = H |ψ⟩

Let us consider the case where we have a time-independent Hamiltonian, with a time-dependent
perturbation:

iℏ
∂

∂t
|ψ⟩ = (H0 + V (t)) |ψ⟩

Where H0 already has a solution:

H0 |n⟩ = En |n⟩

To do this, let us introduce something known as the intermediate picture. In the Schrodinger picture,
the states evolve using the unitary time evolution operator, and the operators are time-independent:

|ψ(t)⟩ = e−iH(t)t/ℏ |ψ(0)⟩
O (t) = O (0)

In the Heisenberg picture, the states don’t evolve in time, but the operators do:

|ψ(t)⟩ = |ψ(0)⟩
O(t) = eiHt/ℏO(0)e−iHt/ℏ

In the intermediate frame, the states rotate backwards, using H0:

|ψ (t)⟩ = eiH0t/ℏ |ψ(t)⟩

And the operators evolve according to the unperturbed Hamiltonian:

O (t) = eiH0t/ℏO (t) e−iH0t/ℏ

Now let us consider the Schrodinger equation:

iℏ
∂

∂t
|ψ (t)⟩ =

Ä
−H0 |ψ (t)⟩ + eiH0t/ℏ (H0 + V ) e−iH0t/ℏ

ä
|ψ(t)⟩

= eiH0t/ℏV (t)e−iH0t/ℏ |ψ(t)⟩
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Now from the definition of how operators evolve in the intermediate picture, this is

i
∂

∂t
|ψ (t)⟩ = VI(t) |ψ(t)⟩

Now let us expand out intermediate states in terms of time-dependent coefficients and the unper-
turbed eigenstates:

|ψ (t)⟩ =
∑

n

cn (t) |n⟩

Inserting this into the Schrodinger equation we have, we obtain a matrix equation:

iℏ
∂

∂t

Ö
c1 (t)
c2 (t)

...

è
=

Ü
V11(t) ei(E1−E2)t/ℏV12 (t) . . .

ei(E2−E1)t/ℏ . . .
...

êÖ
c1 (t)
c2 (t)

...

è
2.2.1 Rabi Oscillations

Now let us consider a 2 by 2 case, where:

H0 =
ï
E1 0
0 E2

ò
V (t) =

ï
0 γeiωt

γ∗e−iωt 0

ò
and V ≪ H0. We can set up the matrix equation:

iℏ
∂

∂t

Å
c1 (t)
c2 (t)

ã
=
Ç

0 γei(ω−ω21)t

γ∗e−i(ω−ω21) 0

åÅ
c1 (t)
c2 (t)

ã
Where ω21 = E2−E1

ℏ , and similarly for the other term. This set of equations is well known, it has
solution given by the Rabi formula:

|c2 (t) |2 =
γ2

ℏ2

Ω2 sin2 Ωt

Where Ω =
√

(ω−ω21)2

4 + γ2

ℏ2 is the Rabi frequency.

We have a two-level system, and the period of oscillations between the two levels generated by our
perturbation is T = 2π

Ω .

We have the probabiltiy distribution

P2(t) = γ2

γ2 + (ω−ω21)2

4

Now plotting this, we see that it is at a maximum at resonance, when ω = ω21. Looking at the
limit, we see that it is proportional to a delta function, and γ is a damping factor, which determines
the width of the resonance peak. We define the quality factor Q ∼ 1

γ .
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2.2.2 Nuclear Magnetic Resonance

The basic idea of NMR imaging is to look at the water distribution inside your body. How does this
work?

Consider a proton, a spin-1
2 particle. It has a magnetic moment, proportional to the spin:

µ = gpµN sp

Where µN is the nuclear magneton, µN = eℏ
2mpc , and gp = 5.6. Now we apply a strong magnetic field

B0, say in the z-direction. Our unperturbed Hamiltonian is given by H0 = −µ · B. The direction
of the magnetic moment causes a split in the energy levels:

E2 − E1
ℏ

= ω21

= B′
z

We now look at a perturbation, V (t):

V (t) = B1 cosωtx̂
= ŜxB1 cosωt

If the incoming oscillation has ω = ω21, then we have maximal absorption, we have maximum
resonance. The incoming photon is absorbed by the proton, and the proton transitions between
energy levels and flips spin directions. The photons that are not absorbed scatter, and then we can
determine the proton distribution based on the scattering of the photons (caused by spontaneous
emission), producing an image.

2.2.3 Sudden Approximation

Let us consider the special case where the Hamiltonian as a function of time has a sudden jump in
a very short span of time.

For example, suppose we have an infinite square well, inhabited by a particle in the ground state,
and we, in an instant, double the width of the well, suddenly changing the Hamiltonian.

The solution is very simple. If we can solve the Hamiltonian prior to the sudden change, and solve
it after the sudden change, we can leverage the fact that the wavefunction is continuous in time,
and treat the wavefunction before the change as the initial condition for the Hamiltonian after
the change, we can decompose the original wavefunction in terms of the eigenstates of the new
Hamiltonian. This relies on the change happening over a suitably short time period.

For example, consider the decay of tritium (2 neutrons, one proton, and an electron outside) via
beta decay. The beta decay changes the system into Helium 3, a neutron turns into a proton, plus
an electron and a neutrino (which have so much energy they just leave the atom). In the US, Helium
3 is in part obtained through the waste product of aging hydrogen bombs.
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2.2.4 Adiabatic Approximation

The adiabatic approximation is the exact opposition of the sudden approximation. We have a
Hamiltonian that is a function of time, but it changes incredibly slowly. We can then solve the
equation at any given time:

H (t) |ψn (t)⟩ = En (t) |ψn (t)⟩

Suppose we have a magnetic moment, and we insert a magnetic field parallel to the magnetic moment.
We now very slowly rotate the direction of the magnetic field. Thus we know the eigenstates at
every point during the rotation, since we can solve the Hamiltonian at every point in time.

We then can decompose the wavefunction as

|ψ⟩ (t) =
∑

cn (t) e−i
´

En(t) dt |ψn (t)⟩

We can now insert this into the Schrodinger equation and solve it.

The condition for the adiabatic approximation is that the change of the Hamiltonian in time is not
comparable to the Hamiltonian itself. More precisely, looking at the matrix element of the time
derivative of the Hamiltonian:

⟨m (t) |Ḣ|n (t)⟩
Enm (t) ≪ En (t)

ℏ

This is the condition for the adiabatic approximation.

We can consider the change in the value of cm (t):

dcm (t)
dt

= −cm (t) ⟨m (t) | ∂
∂t

|m (t)⟩

This differential question gives us that cn (t) = cn (0) eiγn(t), where

γn (t) = i

ˆ t

0
⟨n
(
t′
)

| ∂
∂t′

|n
(
t′
)
⟩ dt′

This leads to Berry phase. Consider parameterizing the time-dependence of the Hamiltonian:

H (t) = H (R (t))

Suppose that, in the space of possible parameters, we make a loop, our ending parameter is the
same as the starting parameter. If we have this condition, then we can compute the phase factor γn,
by changing ⟨n (t) | ∂

∂t |n (t)⟩ → ∂R
∂t · ⟨n (t) |∇R|n (t)⟩. From this, we can compute the phase factor γ:

γn (t) = i

ˆ t

0
⟨n (t) |∇R|n (t)⟩︸ ︷︷ ︸

A(R)

dR

This can be thought of as a path integral in parameter space, and thus if we have a loop, then this
becomes an integral of a loop in parameter space:

γn = i

˛
A (R) dR
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Now applying Stoke’s theorem, we have that

γn (t) = i

‹
B · dS

Where B = ∇ × A.

One application of the Berry phase is the Aharanov-Bohm effect, where charged particles pick up a
phase based on the loop around the solenoid, even though they are moving through a region with
no magnetic field (just nonzero magnetic vector potential, which is in the Hamiltonian for a charged
particle).

2.2.5 Fermi’s Golden Rule

Consider a system decribed by H0, and we perturb the system with a time-dependent perturbation
V (t), and the system makes a transition. We assume that the external perturbation is harmonic,
that is, of the form

V (t) = Vnie
iωt + V †

nie
−iωt

The Fermi Golden Rule tells us the transition rate is given by

wi→n =
Å2π

ℏ

ã
|Vni|2δ (Ef − Ei + ωℏ) |V †

ni|
2δ (Ef − Ei − ωℏ)

Note that the terms of the form eiωt in the perturbation are taking energy away from the system,
and terms of the form e−iωt are adding energy to the system.

Consider an atom in a laser field. The laser field is an EM wave, so we have E and B, and in a
laser, these two are the same, they share the same amount of energy. Thus, we generally describe
them in terms of the E field, since we generally work with charge interactions. We describe the
electromagnetic field using the gauge potential. Working in the Coulomb gauge, we have that

ϕ = 0 A ̸= 0 ∇ · A = 0

Thus we have 2 physical degrees of freedom for the EM field:

A = 2A0 cos (ωt− k · x) ϵ

Where ϵ is the polarization vector. This is a plane wave. If we compute the E field:

E = −∇ϕ− ∂A

∂t
= 2A0ω sin (ωt− k · x) ϵ

Note that k · ϵ = 0, and thus the polarization is orthogonal to the direction of propagation. We can
compute the B field:

B = ∇ × A

= 2A0 (k × ϵ) sin (ωt− k · x)
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From this, we can compute the time-average energy density in the laser:

U = 1
2π

ω2

c2 |A0|2

We can also think about the intensity of the laser, the energy flux:

I = Uc

= ω2

2πc |A0|2

This is how much energy is transmitted per unit area per unit time. This is what is labelled on
lasers.

Now let us consider placing a Hydrogen atom in this laser field. The Hamiltonian will be

Ĥ = (p − eA)2

2m + eϕ

Where the ϕ is not the ϕ = 0 of the laser, but of the proton interacting with the electron. Expanding
this (noting that in the Coulomb gauge, p and A commute), we have

H =
Å

p2

2m + eϕ

ã
︸ ︷︷ ︸

H0

− e

m
ϕ · A + O

(
A2)

We see that the interaction of the laser with the electron will be

V (t) = − e

m
p · A (t)

= − e

m
ϵ · p (2A0) cos (ωt− k · x)

= −eA0
m

ϵ · p
Ä
ei(ωt−k·x) + e−i(ωt−k·x)

ä
= Vnie

iωt + V †
nie

−iωt

Where

Vni =
≠
n

∣∣∣∣−eA0
m

ϵ · peik·x
∣∣∣∣ i∑

We see that we have converted this into a harmonic perturbation. We can now apply Fermi’s Golden
Rule and compute the transition rate:

ωi→n = 2π
ℏ

∣∣∣∣≠n ∣∣∣∣−eA0
m

ϵ · pe±ik·x
∣∣∣∣ i∑∣∣∣∣2 δ (Ef − Ei ± ωℏ)

Consider the case where the wavelength of the laser is about 800 nanometers. The size of the
Hydrogen atom is about 0.1 nanometers. For this reason, as a very good approximation, we can
drop the e±−k·x term, since the variation in x will not cause a meaningful change in the phase of
the plane wave. This is the dipole approximation.

This makes the matrix element a lot easier to calculate:

ωi→n = 2π
ℏ

Å
e2A2

0
m2

ã
|⟨n|ϵ · p|i⟩|2 δ (Ef − Ei ± ωℏ)
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We see that the transition probability is dependent on the intensity of the laser, since we have a
relation between A0 and I:

|A0|2 = 2πc
ω2 I

Thus we can rewrite the transition rate:

ωi→n = 4π2e2cI

ℏm2ω2 |⟨n|ϵ · p|i⟩|2 δ (Ef − Ei ± ωℏ)

= 4π2αI

c2m2ω2 |⟨n|ϵ · p|i⟩|2 δ (Ef − Ei ± ωℏ)

Where we have used the fact that we can rewrite this using the fine structure constant, α = e2

ℏc .

Let us now consider the matrix element

⟨n|ϵ · p|i⟩

Suppose that the laser is travelling in the z direction. In this case, we only have the components in
the x direction:

⟨n|ϵ · p|i⟩ = ⟨n|px|i⟩

= m

iℏ
⟨n| [H0, x] |i⟩

= m

iωni
ωni ⟨n|x|i⟩

Where we leverage the fact that

[H0, x] =
ï

p2

2m + V (x) , x
ò

= p

m
[p, x]

= iℏpx

m

Now inserting this into the transition rate:

ωi→n = 4π2αI

c2 | ⟨n|x|i⟩ |2δ (ωni ± ω)

We see that ⟨n|x|i⟩ is the dipole operator.

2.2.6 Spontaneous Emission

Let us now consider the case of spontaneous emission, where an atom starts at an excited state,
emits a photon, and drops down to a lower energy level. Suppose we have a box of width L, and we
place an excited atom in the box. The total energy in the box, after the photon is emitted, is the
quantized energy of one photon, ℏω:

1
2π

ω2

c2 |A0|2L3 = ℏω
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And thus we have that

|A0|2 = 2πℏc2

ωL3

We see that if L → ∞, A0 → 0, but let’s not take this limit yet. We can compute the transition
probability:

ωs = 2πe22πℏc2

ℏωL3m2 ω2m2| ⟨n|ϵ · r|i⟩ |2δ (Ef − Ei − ℏω)

= 4π2e2c2

L3 ω| ⟨n|ϵ · r|i⟩ |2δ (Ef − Ei − ℏω) ∆nγ

Where, since we don’t know which direction the emitted photon will go, we have to sum this over
the density of states of the photon:

∆nγ = 1
ℏ

(∆y∆z∆x∆px∆py∆pz)

Integrating the ∆x∆y∆z, we get the volume of the box, L3. The momenta of the photon integrate
to the wavevector:

L3d
3k

8π3

Thus we can write the transition rate as

ωs = 4π2e2c2

L3 ω| ⟨n|ϵ · r|i⟩ |2δ (Ef − Ei − ℏω)V d
3k

8π3

∼
ˆ
dω ω| ⟨n|ϵ · r|i⟩ |2δ

Å
Ef − Ei

ℏ
− ω

ã 4π
c3 ω

2

Where we have used that d3k = 4π
c3 ω

2 dω, and we have dropped some constants temporarily. The
final result gives us that

ωs = 2αω
3

c2 | ⟨n|ϵ · r|i⟩ |2

This is the probability of an excited atom undergoing spontaneous emission, and dropping to a
lower energy state and emitting a photon. This can be linked to statistical mechanics, the phase
space of states with an emitted photon is larger than the phase space of states without a photon,
and the tendency of a system to increase the entropy leads to these transitions.

We can also consider the lifetime of the excited state:

τlifetime = ℏ
ωs

If we go through with the computation, it can be found that the lifetime for a p state of Hydrogen
is measured on the order of a nanosecond.
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2.2.7 Black Body Radiation

Consider an atom with 2 energy levels, E1 and E2. A laser with some intensity I shines on the
atom, and we want to find the transition rate, the probability per unit time, of the transition:

w = |cn (t) |2

T

We can compute the transition rate from the first excited state to the second:

w12 = 2π
ℏ

|Vfi|2δ (ℏω − (Ef − Ei))

= 4π2α

m2ω2 I| ⟨n|p · ϵ|i⟩ |2δ (ℏω − (Ef − Ei))

We can also go through and compute ω21, and we find that ω12 = ω21, which is known as detailed
balance, and is related to time-reversal symmetry.

We can compute the number of transitions from 1 to 2:

ω12N1

Where N1 is the number of atoms in state 1. Similarly, the number of transitions from 2 to 1 is
given by

ω21N2

We see that they have the same transition rate, but not necessarily the same number of actual
transitions. We also have the effect of spontaneous emission:

ωs = ω3

c3m2ω2
2
3 | ⟨1|p|2⟩ |2

So we have that the number of downward transitions is given by

ω21N2 + ωsN2

Einstein’s idea was to consider the condition for equilibrium, the number of transitions in either
directions were equal:

ω12N1 = ω21N2 + ωsN2

This is known as the balance condition. Rewriting this:

ω12

Å
N1
N2

ã
= ω21 + ωs

Now using some statistical mechanics, applying the Boltzmann distribution:

N1
N2

= e−(E1−E2)/kT

= eℏω/kT
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Now inserting the expression for ω12 :

4π2αc

m2ω2 I (ω) | ⟨n|p · ϵ|i⟩ |2
Ä
e

ℏω
kT − 1

ä
= αω3

c3m2ω2 | ⟨n|p · ϵ|i⟩ |2

I (ω) = ω3

e
ℏω
kT − 1

We see that this is the usual black-body radiation formula.

Let us continue looking at a two-level system. Suppose that at t = 0, the system is in the ground
state:

c
(0)
i (0) = 1

What if we look at how this evolves in time (skipping a lot of math and distribution calculus):

1
c1 (t)

dci (t)
dt

= − i

ℏ

Ç
Vii +

∑
m

|Vmi|2

Ei − Em + iϵ

å
Note that this looks very familiar, this is the first and second order energy shifts from time-
independent perturbation theory, where we have dodged the degeneracy pole by moving around the
pole with an iϵ.

From this, we see that

ci (t) = e− i
ℏ∆it

Where ∆i is the ith order energy shift. Note that ∆i, in order to avoid the poles, need not be real.

We can consider the imaginary part of the energy shift:

Im∆i = −1
ℏ

∑
m ̸=i

|Vmi|2δ (Em − Ei)

= −ℏ
2

∑
i→m

ωi→m

From this, we can write out the state amplitude:

ci (t) = e− i
ℏ(∆Re

i +i∆Im
i )t

= e− 1
2

∑
m

ωi→mte− i
ℏ∆Re

i t

We see that τ = 1∑
m

ωi→m
, which allows us to write that the probability of being in a certain state

is given by

|ci (t) |2 = e−
∑

m
ωi→mt

= e−t/τ
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2.2.8 Width of States

We have shown that states have lifetimes, an atom in an excited state will not remain there forever,
the amplitude is given by

c1 (t) = e−iEit/ℏe−t/2τ

To combine these two, we introduce Γ, the width of the state:

Γ = ℏ
τ

This has units of energy, and we can use it to rewrite the amplitude of the state:

c1 (t) = e−i
Å
Ei − i

Γi

2

ã
t

From this, we realize that we can think of the energy having an imaginary component:

Ei = E
(0)
i − i

Γi

2

But what does this really mean? We can think of this as saying that the system is not precisely at
Ei, but rather there is a Lorentzian4 distribution of energies around Ei, whose width is given by Γ.
This is related to the energy-time uncertainty. Since the state only lives for finite time, we cannot
measure the energy with infinite resolution, the uncertainty in the energy is related to the width of
the state:

∆E∆t ∼ ℏ

In the limit where Γ → 0, we recover the delta function δ
Ä
E − E

(0)
i

ä
.

Consider an atom exposed to light. We have some electron emission, and we would like to apply
Fermi’s Golden Rule. We have that

w = 2π
ℏ

|Vfi|2δ ((Ef − Ei) ± ℏω)

Now let us introduce the idea of a cross-section, which is independent of the source of the light.
The energy absorbed per unit time is equal to the probability per unit time of the absorption, w,
times the energy absorbed, ℏω. If we then divide this by the flux, the energy passing through per
unit area per unit time, otherwise known as the intensity, this gives us the cross-section:

σcross-section = Energy absorbed/unit time
Intensity

If we shine light on an atom, and then look at the cross-section as a function of the frequency of the
light, σ (ω), we see peaks, which indicate the existence of an excited state, which is absorbing the
incoming electrons.

4Lorenz or Lorentz?
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We can look at the cross-section explicitly:

σ = 4π2ℏα
m2

eω

∑
n

| ⟨n|eik·xϵ · p|i⟩ |2δ (En − Ei − ℏω)

= 4π2ℏα
m2

eω
V

ˆ Å
d3kf

h3

ã
δ (En − Ei − ℏω) | ⟨n|eik·xϵ · p|i⟩ |2

Now using the fact that Ee = k2
f

2m , an we have that

d3kf = dΩ
d
k2

fdkf

We can write out dσ:

dσ = dΩ4π2ℏα
meω

V

h3mkf | ⟨n|eik·xϵ · p|i⟩ |2

From this, we can write out dσ
dΩ , the differential cross-section:

dσ

dΩ = 4π2ℏα
m2

eω
| ⟨kf |eik·xϵ · p|i⟩ |2 mekfV

ℏ2 (2π)3

3 Identical Particles
Consider a stable nucleus with Z = 82, which is Lead 208. This has 82 protons and 126 neutrons.
We can write down the Hamiltonian for Lead-208, by neglecting the nucleus, and focusing on the
electrons. We have 82 electrons, so we will have a label i = 1, 2, . . . 82. We will have the kinetic
energies of the electrons, p2

i
2m , and Coulomb potentials, from the central nucleus. We also have the

mutual interactions, based on the distance between two particles, rij = |ri − rj | :

Ĥ =
82∑

i=1

p2
i

2m +
82∑

i=1
Vc (ri) + e2 ∑

i<j

1
rij

Now we note that the Hamiltonian is dependent on the labels of the 82 electrons, and the electrons
are identical particles, so we have exchange symmetry between the different labels. This symmetry
forms a group, Sn, the symmetric group of nth order. Note that this is a finite group. In the case
of n = 2, we can have H(1, 2) and H(2, 1). The group consists of two elements. The first is the
identity, there is no swapping of labels. The second is the swap between the first label and the
second label, P12. Thus:

S2 = {I, P12}

Considering the case of S3, we have 6 different elements. In Sn, we have n! group elements.

Note that our particles being the same indicate that [H,Sn] = 0, permuting the labels in any way
does nothing to change the Hamiltonian.

What does this permutation symmetry imply for the wavefunction of the system? We don’t require
invariance under permutations, but we have a physical requirement for quantum indistinguishability.
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This requirement is that the probability density (|ψ|2) should be invariant under permutations.
From this, we see that ψ(1, 2) and ψ(2, 1) can only ever differ by a phase factor:

ψ(1, 2) = eiαψ(2, 1)

Once we do the swapping, we expect to be able to do a swap back to the original permutation of
coordinates (only true in 3+ dimensional systems), and therefore

eiα = e2iα

From this, we have that eiα = ±1. For quantum mechcanical systems, this means that if we swap
any two labels, we pick up a ±:

ψ (1, 2, . . . , n) = (±1)ψ(i1, . . . , in)

Where i1, . . . , in differs from 1, 2, . . . , n by one permutation.

There are two one-dimensional representations of symmetry group, one of which is totally symmetric,
and another that is totally anti-symmetric. These correspond to Bosons and Fermions, respectively.

3.1 Helium Atom
Z = 82 is a bit overkill, so let us consider the case of Z = 2, the Helium atom:

Ĥ =
2∑

i=1

p2
i

2m +
2∑

i=1
Vc (ri) + e2 ∑

i<j

1
rij

This is not analytically solvable, so let us use perturbation theory to solve this. Let us neglect
the electron-electron interaction. We expect the wavefunction to be the same as the Hydrogen
wavefunction, except we change Z to 2. This is sometimes known as the independent particle
approximation. Let us first consider the state with two electrons in the ground state. We have that

Ψ (1, 2) = ψ (1)ψ (2)

Where ψ1 = ψnlm (r)χms . In order to maintain the quantum indistinguishability, we need the spin
section of the wavefunction to be antisymmetric, and therefore we need this to be a spin singlet,

Ψ (r1, r2) = ψ100 (r1)ψ100 (r2)

Let us compute the ground state energy of the Helium atom. We have that

H = H0 + V

Where

H0 = p2
1

2m + p2
2

2m + V (r1) + V (r2)

And V = e2

r12
. We have the ground state wavefunction:

ψ (1, 2) = ψ100 (r1)ψ100 (r2) 1√
2

(|↑⟩ |↓⟩ − |↓⟩ |↑⟩)
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We can compute the ground state energy:

E0 = −13.6 × Z2 × 2
= −108.8 eV

This is the binding energy, computed with no perturbation. We can compute the first order energy
correction:

∆(1) = ⟨ψ (1, 2) |V12|ψ (1, 2)⟩
...

= 5
2 (13.6)

Note that this correction is positive, because the electron-electron interaction is repulsive. That
gives the first order perturbation theory binding energy:

E0 + ∆(1) = −74.8 eV

Comparing this to the experimental value of −79 eV, we see that we’re not too far off.

Now let us consider some excited states of Helium. The ground state had total spin equal to zero.
Let us now promote one of the electron to an excited state. We have possibilities of the form of one
particle being in |100⟩ and the other in |nlm⟩.

We can have a symmetric wavefunction, or an antisymmetric wavefunction:

ψ± (1, 2) = 1√
2

(|100⟩ |nlm⟩ ± |nlm⟩ |100⟩)

For spin, we have either a triplet, which has ms = ±1, 0 and is symmetric, or we can have a singlet,
which has ms = 0, and is antisymmetric.

We can form what is known as the triplet state:

ψs=1 (1, 2) = χs=1ψ− (1, 2)
= χs=1 (ψ100 (r1)ψnlm (r2) − ψnlm (r1)ψ100 (r2))

Or we can have the singlet state:

ψs=0 (1, 2) = χs=0ψ+ (1, 2)

These are the only two wavefunctions we can make that have the correct antisymmetry.

Without any perturbation, we have that the energy is E100 + Enlm for both states. We can
then compute the first order corrections for both possible wavefunctions. If we go through these
computations, we find that the two states give different energy corrections. Thus we will split the
original state into two different states. Without calculating, we can argue about which state will
have a higher energy. The wavefunction is antisymmetric, which means that when two electrons are
on top of each other, the wavefunction vanishes. For this reason, we say that the antisymmetric
wavefunction, the triplet state, will have a lower energy than the singlet state.
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Thus, we have shown that when we excite one electron, we have a splitting in every single excited
energy level, into a higher and lower energy state.

From this, we see that it seems like we can write out an effective Hamiltonian that is proportional
to s1 · s2 :

HE = Js1 · s2

Thus we see that we have an effective model for ferromagnetism, the spins are induced to line up,
since that requires less energy. This is known as the Heisenberg interaction or Heisenberg model, as
he was the first to use this.

3.2 Higher Order Elements
Now let us jump to Lead-208. We have 82 electrons, and the Hamiltonian will be given by

H =
82∑

i=1

p2
i

2m +
82∑

i=1

Ze2

ri
+

∑
i<j

e2

rij

This is obviously not solvable. We can apply perturbation theory, and neglect the interactions
between electrons, and we see that the Hamiltonian is just a sum of 82 non-interacting Hamiltonians,
each of which are exactly solvable. The lowest energy state will just be to fill up the electron orbitals
using the Pauli Exclusion Principle. This turns out to be a good starting point, but we can do
better. If we compare the ground state energy to experiment, we are very off, and our ground
state wavefunction also doesn’t agree with experiment. How do we do better? We assume that the
wavefunction is indeed composed of single particle wavefunctions (which are not the non-interacting
wavefunctions, they are different), {ϕi}, arranged in a Slater determinant:

Ψ (1, 2, . . . , 82) = 1√
82!

∣∣∣∣∣∣∣
ϕ1 (r1) ϕ2 (r1) . . . ϕ82 (r1)
ϕ1 (r2) ϕ2 (r2) . . . ϕ82 (r2)

...
... . . .

...

∣∣∣∣∣∣∣
Note that this has an absurd number of terms in the wavefunction (82! terms).

Now how do we get the ϕ functions? We do this via mean field theory. What this entails is to focus
on one electron, and say that the other electrons together contribute some mean field Vmean field (ri).
A very stupid way to calculate this is to assume that all the other electron functions are known,
and compute the Coulomb interaction with all the other electrons:

Vmean field (r1) =
Z∑

i=1

ˆ
e2

|ri − r|
|ϕ (r2) |2d3r2

Now let us insert this into the Schrodinger equation:

H =
82∑

i=1

Å
p2

i

2m + Ze2

ri

ã
+

Z∑
i=1

Vmf (r)
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Which makes the Schrodinger equation:Ç
p2

2m + (−e)2 Z

r
+ Vmf (r)

å
ϕi (r) = Eiϕi (r)

However, note that this is not really the Schrodinger equation, because it’s nonlinear, unlike the
Schrodinger equation (since Vmf depends on the ϕ). We solve this equation using iteration. Also
note that our Vmf does not take into account the fact that the electrons are identical particles. If we
take this into account, the result is the Hartree-Fock equation:Å

p2

2m + −e2Z

r

ã
ϕi (r) +

N∑
j=1

ˆ
e2

|r2 − r|

|ϕj (r2) |2ϕi (r)︸ ︷︷ ︸
Hartree Term

−ϕ∗
j (r2)ϕj (r)ϕi (r2)︸ ︷︷ ︸

Fock Term

 dr2 = Eiϕi (r)

Note that this implicitly deals with self-interaction, since the term where i = j will always be zero.
This equation takes into account the particle interchange anti-symmetry for the electrons. It turns
out that this mean field theory approximation is very useful and accurate in condensed matter
systems, and has been the go-to method for many years. However, recently, systems have been
found (called “strongly interacting electron systems”) that cannot be described using MFT, such as
the quantum Hall effect.

3.3 Periodic Table
We began by discussing Hydrogen. For Helium, the ground state is two electrons in the 1s state,
with total spin 0 (since we need spin wavefunction antisymmetry). Using notation 2s+1Lj , we have
1S0 for Helium.

For Lithium, we have one electron in the 2s state, so we have 2S1/2.

After this, Beryllium fills up the 2s state, so we have total spin equal to 0, and total angular
momentum equal to 0, so we have 1S0.

Adding another electron in the 2p state to get Boron, we have a triplet state, with orbital angular
momentum equal to 1, so we have 2P1/2 (1/2 because when we compute the spin-orbit splitting, the
1/2 state is lower than the 3/2 state).

Adding another electron to the 2p state, we get Carbon. We guess that the ground state will be a
triplet state, and we have ml = 1, 0,−1. Picking the case with the lowest spin-orbit interaction, we
get total j = 0, so we have that the ground state is 3P0.

Up next is Nitrogen. We have 3 electrons, and the lowest energy spin configuration is where all of
them are aligned, giving total spin 3/2, which means that 2s+ 1 is 4, we have a quadruplet state.
What about the orbital angular momentum? Each electron is in a different ml state, either 1, 0 or
−1, and therefore the total orbital angular momentum is 0. Thus this is an S state. Thus we have
a 4S3/2 state.

Next, Oxygen has 4 electrons in the p state. When we get past Oxygen, we start thinking about
holes, rather than what is filled. We have 6 slots, and 4 filled, so we have 2 holes. Thinking about
Carbon, which has 2 electrons, Oxygen will be similar to Carbon, except they are hole states. This
gives us a triplet P state. However, when we look at the spin-orbit interaction for the holes, the
sign is flipped. Thus we instead take the highest possible configuration of the 2 electron spin-orbit
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interaction. We have 0, 1, and 2, and therefore we take the highest angular momentum, so we take
the 2. This is what we do when over half of a shell is filled. Thus we have that Oxygen is a 3P2
state.

Next, Fluorine is very similar to Boron, so we have a 2P3/2, where we take the 3/2 instead of the
1/2 spin-orbit configuration.

Completely filling the 3p state, we get Neon, which is a singlet, 1S0.

Looking at Sodium, we get 3S1/2. After that, Magnesium has 1S0. After we get to Calcium, we
switch to filling the 3d state first, but the rules work the same way.

4 Scattering
4.1 Classical Scattering Theory

We have some incoming particles, scattering off of a solid object. We have some incoming flux, I,
which is the number of incoming particles per unit area per unit time. The cross section σ, which
represents the the area of the solid object that the particles are scattering off of. For example, in
the case of a solid sphere of radius R, the cross section is the maximal cross-sectional area, πR2.

We also define the event rate, λ, which is the number of scattered particles per unit time. We have
the relationship between the three variables:

σ = λ

I

Now let us define the differential cross-section. consider a small segment of area in space. We have
incoming particles that pass through this area, and they will be scattered off of the object into some
solid angle, dΩ. We can compute the differential cross-section

dσ

dΩ

based on the geometry of the system. Experimentally, this is computed via scattering experiments.
The incoming particles through the area dσ, is related to the infinitesimal event rate and the
intensity:

dλ = Idσ

Which allows us to write the differential cross section in terms of the infinitesimal event rate and
the intensity:

dσ

dΩ = 1
I

dλ

dσ

Let us consider the example of classical hard sphere scattering, with particles directly incident
on the sphere. Let us introduce a parameter b, the impact parameter, which tells us the height
above/below the center of the sphere a particle is incident, and we label θ to be the angle from the
horizontal that the particle scatters at. Let us consider a ring of incident area, centered on the
central axis of the sphere, dσ. We have incident angle α, and in the case of hard sphere scattering,
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the incident angle is the same as the scattered angle, when measured perpendicular to the sphere.
We also know that

dλ = Idσ

= I · 2πb db

From the angle relations:

sinα = b

R
2α+ θ = π

We have that

dλ = I
π

2R
2d cos θ

From this, we have that

dσ

d cos θ = π

2R
2

And we can compute the differential cross-section:

dσ

dΩ = dσ

2πd cos θ

= R2

4

This tells us that the measurement of the number of particles scattered into a particle direction is
independent of the angle.

We can also compute the total cross-section, by integrating out the entire solid angle:

σ =
ˆ
dΩR

2

4
= πR2

We see that the cross-section is consistent with the intuitive cross-section of a solid sphere.

Why do we need to introduce this concept? It seems more difficult than just using a ruler or some
form of measurement. The reason for this is because that type of measurement is not possible for
quantum systems.

4.2 Quantum Scattering Theory
Instead of considering the physical trajectory of incoming particles, we consider incoming plane
waves, interacting with a scattering potential. We then look at the reflections of the plane waves, and
attempt to find solutions to the Schrodinger equation of the form ψ (r, θ) = Aeikz +Af (θ) eikr/r,
where r is the distance from the potential, and θ is the angle from the incident plane. The first term
is the incident plane wave, and the second term is the scattering plane wave. The function f (θ) is
known as the scattering amplitude, which is of key importance. Note that the 1/r dependence is
necessary in order to maintain probability normalization.
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We want to find a quantum mechanical analogue of the ideas of intensity and event rate. The
analogue of the intensity is the probability flux j in the direction of the incoming plane wave. Recall
that the probability flux is defined as:

j = ℏ
m

Im [ψ∗∇ψ]

Looking at the direction of the incident plane wave:

ji,z = ℏ
m

Im
ï
A∗e−ikz ∂

∂z
Aeikz

ò
= ℏ
m

|A|2k

We can also consider the scattered probability flux:

js,r = ℏ
m

|A|2|f (θ) |2 k
r2

Note that the outgoing flux goes as 1/r2.

Let us compute the total probability of something scattering through a sphere of radius r around
the potential:

ˆ
dΩ r2js,r =

ˆ
dΩ ℏ

m
|A|2|f (θ) |2k

Note that the probability is independent of r, and therefore if we make a larger sphere, the probability
is constant, thus proving that we maintain probability conservation.

Now let us define the quantum mechanical differential cross-section for this case:

dσ

dΩ = 1
ji,r

js,r · r2dΩ
dΩ

Where we note that the intensity is the incoming flux, and the event rate is the scattered flux times
the area of a section of the sphere. If we write this out, we have that

dσ

dΩ = |f (θ) |2

We see that the differential cross-section is related directly to the scattering amplitude, which is
why the scattering amplitude is important.

We can compute the total cross-section:

σ =
ˆ
dΩ |f (θ) |2

In the lab, we can conduct scattering experiments to compute dλ
dΩ , and then work backwards to

compute f (θ), dσ
dΩ , and σ. These can then be linked to the potential V . Thus the differential

cross-section is a link between theoretical models and scattering experiments. Note that our solution
to the Schrodinger equation works for potentials that have cylindrical symmetry, and works in the
regime of large r. For cases where there is ϕ dependence in the potential, the scattering amplitude
becomes a function of θ and ϕ.
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4.3 Quantum Hard Sphere
Consider the potential V (r) :

V (r) =
®

+∞ r ≪ a

0 r > a

To solve this problem, we introduce a technique known as partial wave analysis. This technique
is applicable to problems with spherical symmetry. Since the potential is spherically symmetric,
the Hamiltonian is as well, and therefore

[
H,L2] = [H,Lz] = 0. In this case, we can check the

eigenstates of the Hamiltonian by looking at the eigenstates of the angular momentum operators,
spherical harmonics:

ψl,m (r, θ, ϕ) = Rl (r)Y m
l (θ, ϕ)

Recall that if we let Ul (r) = rRl (r), we can write out the Schrodinger equation that these functions
satisfy:

− ℏ2

2m
∂2Ul

∂r2 +
ï
V (r) + ℏ2

2m
l (l + 1)
r2

ò
Ul = EUl

We can write the solution to this equation in terms of a series expansion:

ψ =
∑
l,m

cl,mRl (r)Y m
l (θ, ϕ)

Where the coefficients cl,m are determined via boundary conditions (similar to solving Laplace’s
equation in E&M).

Now considering the original potential we were looking at, we have the equation:

− ℏ2

2m
∂2Ul

∂r2 + ℏ2

2m
l (l + 1)
r2 Ul = EUl

The solutions to this equation are the Hankel functions:

Ul (kr) = Arh
(1)
l (kr) +Brh

(2)
l (kr)

Note that h(1)
l (kr) ∼ eikr/r, and the second order is proportional to e−ikr/r. Since we only care

about outgoing waves, we neglect the second term (incoming waves). Thus we write our solutions
as:

ψ (r, θ, ϕ) = A

[
eikz +

∑
l,m

cl,mh
(1)
l (kr)Y m

L (θ, ϕ)
]

We determine the coefficients in this expression using the boundary conditions, and then apply a
large r expansion in the Hankel functions. Now we note that we don’t need to sum over m, since
the system is ϕ-symmetric (we can apply Wigner-Eckart, since the potential is a rank 0 spherical
tensor). Thus we have that

ψ (r, θ) = A

ñ
eikz +

∑
l

cl,0 h
(1)
l (kr)Pl (cos θ)

ô
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The boundary condition for this system is that ψ (r = a, θ) = 0. To apply this, it will be convenient
to write the incoming wave eikz in terms of Legendre polynomials5:

eikz =
∞∑

l=0
il (2l + 1) Jl (kr)Pl (cos θ)

Where Jl are the spherical Bessel functions (of the first kind). Now noting that the Legendre
polynomials are linearly independent for each l, we can separate the different ls and insert the
boundary conditions to determine the coefficients cl,0.

If we do this all out, and compute the cross-section in the large r limit, we find:

σ = 4π
∞∑

l=0
(2l + 1) 1

k2

∣∣∣∣∣ Jl (ka)
h

(1)
l (ka)

∣∣∣∣∣
2

4.3.1 Low Energy Limit

Let us look at the limit where ka ≪ 1, where we can make approximations for the Bessel and Hankel
functions, we find that

σ ∼ 5π
∞∑

l=0
. . . (ka)4l+2

= 4πa2

We see that this is a factor of 4 larger than the classical result. This is due to the fact that we are
in the low energy limit, where the wavelengths of incoming plane waves can interact with a larger
area of the spherical potential.

4.3.2 High Energy Limit

Now looking at the limit where ka ≫ 1, we have extremely short wavelengths, meaning that we are
closer to the classical picture, where we have particles with many trajectories that scatter across
the potential. Looking at the classical picture again, we need trajectories such that the impact
parameter b is less than the radius of the sphere, b < a, otherwise the particle will just pass by.
This means that we have a maximum angular momentum (since L = r × p = bp) lmax = ak. Thus,
we cut off the sum at lmax, rather than ∞. We also apply an approximation for the Bessel and
Hankel functions, in the case of large ka, and we find that

σ ≈ 4π
ka∑
l=0

(2l + 1) 1
k2 sin2

[π
2 l − ka

]
Consider adjacent pairs in this sum. We note that the sin2 will be shifted by π

2 :

sin2
[π

2 l − ka
]

+ sin2
[π

2 (l + 1) − ka
]

= 1

Thus we have that (on average), each term gives 1/2 from the sin2:

σ ≈ 4π
ka∑
l=0

(2l + 1) 1
k2

1
2

5Using Rayleigh’s formula.
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≈ 2πa2

We see that we are a factor of 2 off of the classical result. Why is this the case? Well, when we
consider the reflected cross-section, we get a factor of πa2. We also have a shadow area, in which
the wavefunction is 0. However, The total wavefunction contains the incoming wavefunction, which
is nonzero in the shadow region. Thus we must have destructive interference between the incoming
and scattered wavefunction in this area. This shadow scattered wavefunction must contribute to
the cross-section, giving us the 2πa2.

We have two types of scattering. The first is elastic scattering, where we shoot something at a
target, and the two collide and then recoil. The second type is inelastic scattering, where the target
breaks into other particles after being hit with the incoming particle.

We also have reactions, where we hit a target with something, and we are left with outputs that are
not the incoming particle or the target (Think splitting U-235 in a nuclear reaction).

We will cover elastic two-body scattering, the simplest case of scattering.

4.4 Elastic Scattering
We have a potential generated by the target V (r), and we send in a particle/wave, and we want
to see how it scatters off of the target. There are several energy scales involved in this. We have
an incoming wave, which has a particular energy. We also have an effective size of the potential,
at some point we consider the potential to have become negligible. We also have the depth of the
potential well, which gives us another scale.

In order to discuss the incoming wave, we have to solve the Schrodinger equation:ï
− ℏ2

2m∇2 + V (r)
ò
ψ (r) = Eψ (r)

The scattering solution will depend on the boundary conditions. Suppose our experimental setup is
such that the incoming beam is moving in the z axis, and we are not close to the potential well
yet, we are still far away. We have an incoming plane wave, e−ikz, and we put detectors very far
away from where the scattering occurs, and we will measure the incoming plane wave, as well as the
scattered wave, which we model as a spherical wave:

ψs = f (θ, ϕ) e
ikr

r

Thus, for large r, we are looking for a solution of the form:

ψ (r) = eikz + f (θ, ϕ) e
ikr

r

Once we have solved for f (θ, ϕ), we then want to compute the differential cross-section:

∂σ

∂Ω = |f (θ, ϕ) |2
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4.4.1 Phase Shift Analysis

The first method that we will introduce is phase shift analysis. This is useful for low-energy
scattering.

Mathematically, plane waves, at large r, are the sum of many spherical waves:

eikz ≈
∞∑

l=0

(2l + 1)
2ik Pl (cos θ)

Ç
eikr

r
− e−i(kr−lπ)

r

å
Why is this better for low-energy scattering? Even though we have an infinite sum over angular
momentum, we will see that only the low values of l will contribute to the summation.

Inserting this summation into our ψ, and assuming that the scattering is spherically symmetric (so
f (θ)), and therefore expanding f (θ) in terms of the Legendre polynomials, we have that

ψ (r) =
∞∑

l=0

(2l + 1)Pl (cos θ)
2ik

î
(2ikfl + 1) eikr − e−i(kr−lπ)

ó
Recall that in the case of elastic scattering, we do not lose particles, and therefore the magnitude
of the incoming plane wave must remain 1, and therefore |2ikfl + 1|2 must be 1. We denote this
quantity Sl, and note that it must be a phase:

Sl = 2ikfl + 1
= e2iδl

Where δl is known as the phase shift. We can solve for fl, and we find that

fl = Sk − 1
2ik

= 1
k cot δl − k

Working backwards to find f (θ):

f (θ) =
∞∑

l=0
(2l + 1)Pl (cos θ) fl

We can then compute the cross-section:

σtotal = 4π
k

∞∑
l=0

(2l + 1) sin2 δl

Let us return to hard sphere scattering, and look at the low energy case. Outside of the potential,
we will have that l = 0, we have only the s-wave scattering. We can solve the Schrodinger equation
for this case:

− ℏ2

2m
d2U0
dr2 = EU0
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Rewriting this with k =
»

2mE
ℏ2 :

d2U0
dr2 + k2U0 = 0

This has solution:

U0 = A sin (kr + δ0)

= A
1
2i
Ä
ei(kr+δ0) − e−i(kr+δ0)

ä
= A

eiδ0

2i
Ä
e2iδ0eikr − e−ikr

ä
In order to compute the phase shift, we need to use the boundary condition at the edge of the
potential, when r = R. We need the wavefunction to be continuous:

A sin (kR+ δ0) = 0

Which is true when δ0 = −Rk. This is a repulsive interaction, we have a negative phase shift. If we
had a positive phase shift, then we have an attractive interaction. Note that the phase shift tells us
the size of the hard sphere, R.

In general, we can apply the partial wave analysis method if Rk ≪ 1, we only have the s-wave
scattering.

Looking at the cross-section:

σtotal = 4π
k2

∞∑
l=0

(2l + 1) sin2 δl

= 4πδ2
0

k2

= 4πR2

Note that this cross-section is maximized when δl = π
2 ,

3π
2 , . . . , which is known as a unitarity

constraint. Also note that

Im [f (θ = 0)] = 1
k

∑
l=0

(2l + 1) sin2 δl

= k

4πσtotal

Which is known as the optical theorem, derived in Section 4.4.5.

Let us consider the low-energy limit, k → 0, and δl ∼ k2l+1. We have s-wave scattering (l = 0), and
we have that

σ = 4π
k2 sin2 δ0

In order for this not to go to infinity in the low energy limit, we need δ0 → 0. Specifically, the phase
shift vanishes linearly:

δ0 → −ka
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Where a is known as the scattering length. Writing out the cross-section:

σ = 4π
k2 (−ka)2

= 4πa2

We can also look at k cot δl, when looking at fl, and expand this:

k cot δl = −1
a

+ 1
2r0k

2 + O
(
k4)+ . . .

Where r0 is called the effective range. This is useful because in the low energy limit, there is a
certain universality that can be exploited, much like phase transitions.

Now let us consider a more difficult situation. Instead of a hard sphere, let us consider a soft sphere,
the potential inside the sphere is finite, rather than infinite (thinking radially, this is a finite square
well). Let us first consider the attractive case, we have a spherical potential well of depth V0.

Let us again only consider the s-wave scattering. In the r < R region, we have the equation:ï
ℏ2

2m
d2

dr2 − V0

ò
U0 = EU0

Now defining k′ =
»

2m(E+V0)
ℏ2 , we have that the inner solution is:

ψinterior = A sin
(
k′r
)

Similarly, we can compute the outside wavefunction:

ψoutside = B sin (kr + δ0)

Now using the continuity condition, we can compute the derivative of the two solutions, divide by
the solution, and then set them equal to each other:

k′ cos k′R

sin k′R
= k cos (kR+ δ0)

sin (kR+ δ0)

Which can be rewritten:

k′ cos k′R = k cot (kR+ δ0)

And solving this for δ0:

δ0 = −kR+ arccot
Å
k′

k
cos
(
k′R
)ã

We see that the relationship between V0 and δ0 is very complicated, but we can get a lot of good
information from this.

Let us consider low-energy scattering, the incoming particle has very low energy. In this case, k → 0,
E → 0 and if we define ϱ =

»
2mV0
ℏ2 , we have that
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k
cos (kR− ka)
sin (kR− ka) = ϱ cos ϱR

Now exploiting the fact that k is small, we have that

1
R− a

= ϱ cos ϱR

Solving this, we have that

a = R− 1
ϱ

tan ϱR

We have a formula for the scattering length in terms of the radius and depth of the well. Now let us
take the limit where V0 → 0. We expect there to be no scattering, and we see that we do indeed
recover the fact that if there is no potential, there is no scattering.

Next, what if we let V0 increase, and we see that ϱ increases, and we see that the tangent will go to
infinity when ϱR = π

2 , and therefore we will have a → −∞. Inserting in the definition of ϱ, we see
that this occurs when

V0 = ℏ2π2

8mR2

We see that we will have an infinite scattering cross-section. This is similar to a phase transition
point. This is the point at which we begin to have a bound state, with zero energy. We have an
incoming particle, and no outgoing particle, which motivates the cross-section going to infinity.

As we deepen the well past this point, we continue to add bound states, each time with the scattering
length going to infinity.

We know that

σ = 4π
k2 sin2 δ0

And we know that k cot (kR+ δ0) = 0. When we let k → 0, then we have that δ0 = π
2 , which we

can then use to show that the cross-section goes like 1/k2.

What is the scattering length? The wavefunction decays exponentially as we leave the well:

ψ ∼ e−τr

Where

τ =

 
2m|EB|

ℏ2

The size of the system is based on the decay rate, it is related to the binding energy. The size is
proportional to 1/τ , and in fact, this is the scattering length:

a ∼ 1
τ

∼
 

ℏ2

2m|EB|
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This provides another length scale in the system, based on the binding energy, and is not in the
Hamiltonian.

If we scatter a proton and neutron at low energy, they bind loosely (forming a deuteron), with
EB = 2.2 MeV, and scattering length apn = 5.4 fm. This is much larger than anything in nuclear
physics (almost 5x 1

ΛQCD
). However, this is small compared to the size of the well.

What happens before the bound state forms? The bound state only forms when we reach a certain
point, but the scattering length becomes large even before the bound state forms. The answer is
that there is a virtual bound state. Let us make the incoming particle have an energy that has both
real and complex components:

E = ER + iEI

If we look at the complex plane of energy, we will find that the S matrix will have poles in the
negative real energy axis, as well as a pole that moves towards the origin. The reason that the zero
energy bound state has an effect before it appears is because of the influence of this pole.

4.4.2 Resonances

Consider a potential of the form:

V (r) = V (r) + l (l + 1) ℏ2

2mr2

We have a potential well V (r), and a centrifugal barrier. If we increase the height of the centrifugal
barrier, we will form more and more bound states inside the well. If we then let the barrier
decrease, the bound states will not go away. Eventually, the particles will tunnel through the lower
barrier, and escape outwards to infinity. This is a resonance. When we have a resonance, the
scattering cross-section (plotted against energy) will peak, since the captured particle will increase
the cross-section. The width of the peak in the cross-section is related to how long the particle is in
the bound state, which is how long the resonance lives for.

4.4.3 Lippmann-Schwinger Equation

We have developed the method of partial wave analysis, which is based on using the solution

ψ (r → ∞) = eik·r + f (θ, ϕ) e
ik·r

r

for the Schrodinger equation: Å
− ℏ2

2m∇2 + V (r)
ã
ψ (r) = Eψ (r)

Now let us consider the conversion of this differential equation to an integral equation, which is
known as the Lippmann-Schwinger equation. To do this, let us rewrite the Schrodinger equation as

(E − T )ψ (r) = V ψ (r)

Where T = ℏ2

2m∇2 is the kinetic term. Now solving this for ψ:

ψ (r) = 1
E − T

V ψ (r)
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Now let us do what we do when we solve Poisson’s equation, let us consider the equation

(E − T )ψ (r) = 0

In general, the solutions to this are:

φ (r) = eik·r

Where ℏ2k2

2m = E. We now can write out the general solution:

ψ (r) = φ (r) + 1
E − T

V ψ (r)

We can see that we have an issue when we have E = T , and therefore we insert an iϵ in the
denominator to shift the pole into the complex plane:

ψ (r) = φ (r) + 1
E − T + iϵ

V ψ (r)

This is the Lippmann-Schwinger equation. Now let us look at this second term on the right side.
What we actually mean is that we are looking at the entire term in the position basis:

⟨r| 1
E − T + iϵ

V |ψ⟩ =
ˆ

⟨r| 1
E − T + iϵ

|r′⟩︸ ︷︷ ︸
G(r,r′)

⟨r′|V |ψ⟩ d3r′

Where we have inserted a complete set of states, and denoted the first inner product as the Green’s
function. We see that we indeed have an integral equation. From this, we have that our general
solution is of the form:

ψ (r) = φ (r) +
ˆ
G
(
r, r′)V (r)ψ

(
r′) d3r′

Looking at the Green’s function:

G
(
r, r′) = ⟨r| 1

E − T + iϵ
|r′⟩

=
ˆ

d3k

(2π)3 ⟨r|k⟩ ⟨k| 1
E − T + iϵ

|r′⟩

=
ˆ
eik·r d3k

(2π)3
1

E − ℏ2k2

2m + iϵ
e−ik·r′

=
ˆ

d3k

(2π)3 e
ik(r−r′) 1

E − ℏ2k2

2m + iϵ

=
...

= 2πi
|r − r′|

ˆ ∞

−∞

k dk

E − ℏ2k2

2m + iϵ
e−ik|r−r′|

We see that this has two poles, at k = ±
»

2mE
ℏ2 . To solve this, we apply the residue theorem, and

make a choice of contour that goes either above or below. We choose to use the contour that goes
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towards k = −∞, since the exponential will decay, rather than blow up. We care about the pole
that is in the lower half plane, inside our contour, which is k = −

»
2mE
ℏ2 .

Now writing out the general wavefunction:

ψ (r) = eikz − 2m
ℏ2

ˆ
d3r′ e

ik0|r−r′|

4π|r − r′|
⟨r′|V |r⟩

where k0 =
»

2mE
ℏ2 . Now let us consider the case where r → ∞. First we note that we can expand

|r − r′| in the large r limit:

|r − r′| = r − r · r′

|r|2
+ . . .

Now looking at the wavefunction:

ψ (r → ∞) = −2m
ℏ2

eik0r

4πr

ˆ
e−ik0r·r′ ⟨r|V |ψ⟩ d3r′

We see that this indeed has the correct asymptotic behavior, we have an outgoing spherical wave.
Thus our general solution to the Lippmann-Schwinger equation has the correct boundary conditions.
Instead of solving for the general wavefunction, let us instead apply the Born approximation.

From our general wavefunction, we can read off the scattering amplitude:

f (θ, ϕ) = −2m
ℏ2

1
4π

ˆ
e−ik·r ⟨r′|V |ψ⟩ d3r′

The Born approximation is to replace the dependence on the wavefunction in the scattering amplitude
with an incoming plane wave, ψ → eik′·r:

f (θ, ϕ) = −2m
ℏ2

1
4π

ˆ
e−iq·rV (r) d3r′

Where q = k′ − k. We can see that this is just the Fourier transform.

Let us consider a very simple scattering computation, Coulomb scattering. We have a Coulomb
potential, V (r) = α

r , and we see that we have the Fourier transform:

V (q) =
ˆ
V (r) eiq·r d3r

We can actually solve this without doing much work, using dimensional analysis. We can see that
this must be of the form 1

q2 , since the exponential must be dimensionless, so q and r have opposite
dimensions. Thus we have 1

r from the Coulomb potential, 3 rs in the integration, so we must have
1

q2 . Thus we have that f (θ, ϕ) ∼ 1
|q|2 , and we can compute the differential cross-section:

dσ

dΩ = |f |2

∼ 1
(q2)2

This is the Rutherford scattering cross-section.
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When is the Born approximation a valid approximation? We have that

ψ (r) = eik·r − 2m
ℏ2

ˆ
d3r′ eik|r−r′|

4π|r − r′|
V
(
r′)ψ (r′)

Let us suppose that we have a potential with finite range. The first case in which the Born
approximation is valid is when k → ∞, because we are integrating a smooth function over a large
oscillating factor, so the integral becomes negligible, and therefore the fact that we are making the
Born approximation makes no difference. This is physically intuitive, if the particle has a lot of
energy, the impact of the finite potential is negligible. This is the high energy limit. As it turns out,
the Born approximation is also good in the low energy limit, where k → 0. In this case, we can
more or less neglect the phase factor in the integral. In this case, the second term is just

2m
ℏ2 V R

3

Where R is the range of the potential. When this value is much less than 1, the Born approximation
is valid, we don’t have any bound states.

How can we do better than the Born approximation? We can use the Eikonal approximation.

4.4.4 Eikonal Approximation

When we classically scatter a particle, the trajectory of the particle doesn’t change very much, this
is how we get the Born approximation. However, when we consider the wave behavior, we note that
we will obtain some phase factor as the scattering process occurs.

The Eikonal approximation calculates the accumulating phase factor in the scattering. Instead of
having ψ (r) = eikz, we will have some additional phase factor:

ψ (r) = eikzei∆s/ℏ

We denote S = kz + ∆s, so that

ψ (r) = eiS/ℏ

We can look at the Schrodinger equation:ï
− ℏ2

2m∇2 + V (r)
ò
ψ (r) = Eψ (r)

To do this, we are making the “classical” approximation, light travels in a straight line because of
the high energy/low wavelength of the photon. If we now take the ℏ → 0 limit to get the classical
behavior:

1
2m (∇S)2 + V (r) = E

Which is analogous to the Hamilton-Jacobi equation. We find that

∇S =
»

2m (E − V (r))
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Which tells us that

S =
ˆ »

2m (E − V (r))

This is the phase factor that we have accumulated.

To check this, consider the case with no interaction. We will find that S = kz, and we have recovered
the expected behavior, there is not phase factor added when we don’t have scattering.

Consider the case where we have impact parameter b, and there is no scattering as the particle
moves through the potential. We want to compute the accumulated phase factor, using the formula
for S derived above:

S (z, b) =
ˆ z

−∞

»
2m (E − V (r)) dz

Where b = (x, y). The energy is much greater than V , so we expand:

S (z, b) =
ˆ z

−∞
k

Å
1 − V

2E

ã
dz

= kz − m

ℏ2k

ˆ z

−∞
V dz

Now let us use this to compute the scattering cross-section.

f (θ) = − 1
4π

2m
ℏ2

ˆ
e−ik′·rV (b, z) eikz e− im

ℏ2k

´ z
−∞ V (b,z′) dz︸ ︷︷ ︸

Eikonal Phase

This extra phase is known as the eikonal phase. In QCD, where the eikonal approximation is used
often for high-energy scattering, this is known as a Wilson line6.

This has solution:

f (θ) = −ik
ˆ ∞

0
bJ0 (kbθ)

î
e2i∆(b) − 1

ó
db

Where ∆ (b) is defined as:

∆ (b) = − m

2kℏ2

ˆ ∞

−∞
V
Ä√

b2 + z2
ä
dz

We claim that this is a better approximation than the Born approximation. When is the Eikonal
approximation valid? It is valid when E ≫ V0, the incoming energy is much greater than the depth
of the potential, when we can use the classical approximation.

Rewriting this condition, we haev that

k2a2 ≫ V0
E0

Where E0 is the zero-point energy. Note that the Born approximation requires ka ≫ V0
E0

, while the
Eikonal approximation requires that (ka)2 ≫ V0

E0
.

6The list of things named after Ken Wilson increases.
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4.4.5 Optical Theorem

Consider light eikz shining on an infinite slab of thickness d. Two things happen, the first is that
the wave slows down as it enters the slab (from c to c

n , where n is the index of refraction), and the
second is attenuation, the intensity of the light will decay along the direction of propagation along
the direction of propagation. Let us try to describe this process using scattering theory, and we
can show that the index of refraction and the attenuation will relate to quantities that appear in
scattering processes.

Let us assume that there are N atoms per unit volume in the slab. Let us first consider the scattering
of the plane wave off of 1 atom. This produces a plane wave plus an outgoing spherical wave:

eikz → eikz + eikr

r
f (θ, φ)

Now looking at the slab, we have a bunch of these scattering processes happening, and we want to
sit on the other side of the slab and look at the scattered wave. If the atomic positions are random
(such as in glass), we actually get 0 scattering, the phases cancel out due to the randomness. If we
have a crystal, we have the Bragg condition, with phases interacting based on the lattice structure.

Let us consider the case of glass. If we look at just the forward direction, we don’t see cancellation.
We can integrate the scattering amplitude over the volume7:

ˆ
fscatter dV = eikz 2πNdi

k
f (0)

Where f (0) is the scattering amplitude in the forward direction. We see that only the forward
scattering remains uncancelled.

The total wave, after going through the slab, will be:

eikz

Å
1 + 2πNd

k
if (k, 0)

ã
If f (k, 0) is imaginary, then the resulting amplitude of the wave will decrease, it will be less than 1.
This produces attenuation. Thus the attenuation of the wave is related to the imaginary part of the
forward scattering amplitude not being 0.

How much does the wave attenuate? We can consider a unit volume of the slab, and note that the
attenuation is given by

attenuation = 1 − σNd

The attenuation is impacted by the cross-section, which is multiplied by the number of collisions
per unit area.

This is obvious if we look at the wavefunction, if we square it, we see that

4πNd
k

Im (f (0)) = σNd

7see Jackson chapter 15
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Which then immediately implies the optical theorem:

σ = 4π
k

Im (f (0))

We can also note that the propagation of the plane wave changes:

k → k + 2πN
k

f (k, 0)

This gives us a formula for the index of refraction:

n (k) = 1 + 2πN
k2 Re [f (k, 0)]

Let us pivot, and discuss the relationship between bound states and scattering states. Scattering
states give us things of the form:

ψ (r) = A (E) e
ikr

r
+B (E) e

−ikr

r

at large r. When we have bound states, we decay at large r:

ψ (r) ∼ e−κr

Where κ =
√

2m|EB|, we know how the wavefunction decays. Let us compare these wavefunctions.
Let us instead write this as:

e−κr ∼ e−
√

−Er

Where we neglect the mass term, and explicitly write out the energy dependence. We can do the
same thing in the scattering state solutions:

ψ (r) = A (E) e
−

√
−Er

r
+B (E) e

√
−E

r

If we analytically continue the functions of
√

−E into the regions where E > 0, we will end up
seeing that B (EB) = 0. If we compute the S-matrix, S (E) = A (E) /B (E), we see that the bound
states give us poles in the S-matrix.

Let us now consider the Hydrogen atom. Suppose we have the proton and electron in the ground
state, and send in a photon, with some energy Eγ . If we look at the complex plane of the energy of
the photon, we know that the photon will not have a bound state with the atom. Thus, we expect
complete analyticity on the negative real axis. However, if the energy of the photon is exactly equal
to E1 − E0, the energy difference between first excited and ground states, the electron will eat up
the photon and excite to the excited state, for some time, after which it will spontaneously emit a
photon and decay to the ground state. These peaks in the cross-section are represented by poles
in the complex plane, when the energy in the real axis is exactly the energy difference, and the
complex component is the lifetime of the resonance:

Eγ = (E1 − E0) − iΓ1

The same thing happens for all of the other excited states of the Hydrogen atom, they are resonances
between scattered photons and the electron.
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